Task Offloading for Mobile Edge Computing in Software Defined Ultra-Dense Network

Min Chen, Senior Member, IEEE, and Yixue Hao

Abstract—With the development of recent innovative applications (e.g., augment reality, self-driving, and various cognitive applications), more and more computation-intensive and data-intensive tasks are delay-sensitive. Mobile edge computing in ultra-dense network is expected as an effective solution for meeting the low latency demand. However, the distributed computing resource in edge cloud and energy dynamics in the battery of mobile device makes it challenging to offload tasks for users. In this paper, leveraging the idea of software defined network, we investigate the task offloading problem in ultra-dense network aiming to minimize the delay while saving the battery life of user’s equipment. Specifically, we formulate the task offloading problem as a mixed integer non-linear program which is NP-hard. In order to solve it, we transform this optimization problem into two sub-problems, i.e., task placement sub-problem and resource allocation sub-problem. Based on the solution of the two sub-problems, we propose an efficient offloading scheme. Simulation results prove that the proposed scheme can reduce 20% of the task duration with 30% energy saving, compared with random and uniform task offloading schemes.

Index Terms—Software defined networking, mobile edge computing, task offloading, resource allocation.

I. INTRODUCTION

With the development in cloud computing and wireless communication technology, there is an explosive growth in the number of mobile devices accessing wireless networks. It is predicted that by 2020 the total quantity of world-wide devices would be 75 billion, while the volume of mobile traffic would exceed 24.3 exabytes/month [1]. Furthermore, user equipment (UE) will be more and more intelligent while the applications in UEs will require extensive computation power and persistent data processing. These applications include wearable virtual reality (VR) streaming [2], mobile social media [3], vehicular system [4], [5] and self-driving, etc. However, the development of these emerging applications and services is restricted by the computational capacity and battery life of UEs. These emerging applications with intense requirements for computational capacity could only rely on advanced computational offloading and the improved communication infrastructure. Therefore, future communication network not only needs to support wireless content access, but also offers the provisioning of computational offloading for UEs [6], [7], especially for mobile healthcare [8], smart grid [9], Internet of vehicles [10], intelligent services [11], etc.

Ultra-dense network is proposed as a key technology for 5G to address the above challenging demand on wireless access [12], which includes small cell base stations (BSs) and macro cell BSs. Due to the densified deployment of small cell BSs, a huge access capacities can be provided by 5G network to users [13], [14]. To address the challenge of timely offloading computation-intensive task, the mobile edge computing was proposed [15], [16]. It has provided computing services with short delay and high performance to users through edge clouds or fog nodes deployed on the network edge in order to meet the computing requirements of delay-sensitive tasks. There are two major advantages of using the edge cloud [17], [18]: (i) In contrast to the local computing [19], the edge cloud computing can overcome the restrictions of limited computation capacity on mobile terminals; (ii) Compared with the computation offloading towards remote cloud [20], the edge cloud computing can avoid a large latency caused by offloading the task contents on the remote cloud. Thus, mobile edge computing exhibits a potential to achieve a better tradeoff for delay-sensitive and computation-intensive tasks [21].

In the future communication network, the edge cloud will be deployed in the ultra-dense network and is able to provide computation offloading services to users [22]. The users can offload computation-intensive task to the edge cloud. However, at present, most of the existing work on ultra dense network and mobile edge computing are separate. The effective use of mobile edge computing in ultra-dense network faces the following challenges: (i) In ultra-dense network, the intensive deployment of small cell BSs increases the complexity of network environments. In addition, the computational resources of edge cloud are limited. Thus, how to control these distributed computing resources is a challenging problem; (ii) When users offload computing tasks, they have little information about the wireless networks to be accessed, including traffic load of accessed network and computation load of edge clouds. So, how to conduct a task offloading according to the residual battery capacity of mobile device and network status is challenging. Thus, to ensure the reasonable utilization of...
of computing resources and make task placement efficiently, a reasonable controller is needed.

As a new networking paradigm, software defined networking (SDN) [23] nowadays can achieve logically centralized control on the distributed network nodes and mobile devices. The SDN has been widely studied from the placement of SDN controller [24], [25], the network function placement [26] and the application of SDN (e.g., live stream transcoding [27], [28] and multi-paths routing [28]). However, to the best of our knowledge, there is no exiting work on the task offloading for mobile edge computing in ultra-dense network. By introducing SDN technology, this paper proposes a task offloading scheme in a software defined ultra dense network (SD-UDN), as shown in Fig. 1. Based on the separation of control plane and data plane, the major computational and control functionalities are decoupled from the distributed small cell BSs and consolidated in the centralized SD-UDN controller, which resides at macro cell BS. The SD-UDN controller can collect information of mobile device and edge cloud, sense the network status from a global perspective. Based on the decision of SD-UDN controller, the mobile device is advised to perform tasks locally or offload part of them to edge cloud for processing.

Furthermore, we formulate the task offloading scheme into a mixed integer non-linear program problem, and prove its NP-hardness. The proposed strategy of task offloading aims to minimize task duration under the battery energy consumption constraint of UE. To be specific, our task offloading scheme includes two parts: (i) Where should the task be processed? That is, decide to process a task locally or in the edge cloud according to the residual battery capacity of mobile device. Furthermore, decide which cloud for the task to be placed on according to the availability and load of various edge clouds (i.e., task placement problem); (ii) Decide how much computing resource of edge cloud should be allocated to each task (i.e., resource allocation problem). We then transform the problem into two sub-problems: a convex sub-problem (i.e., computing resource allocation problem) and 0-1 programming sub-problem (i.e., task placement problem). Using alternative optimization techniques, we obtain an efficient solution for computing resource allocation and task placement. The performance of the proposed task offloading scheme in SD-UDN is evaluated and compared with random and even offloading schemes. Experimental results demonstrate that our scheme can reduce task duration by 20% and energy cost by 30%. In summary, the main contributions of this paper include:

- We propose an innovative framework of task offloading for mobile edge computing in SD-UDN. By deploying controller at macro cell BS, the global information about mobile devices, base stations, edge cloud and tasks can be obtained, and thus enabling the optimal task offloading of mobile devices.
- We present an efficient software defined task offloading (SDTO) scheme, which not only reduces the task duration but also considers the battery capacity of UE. Specifically, when fixing offloading decision, we can demonstrate that computing resource allocation to each task is convex sub-problem. Based on this, we adopt a task placement algorithm to give the effective task offloading scheme.
- We conduct extensive experiments to evaluate the performance of SDTO scheme. The experimental results validate that our proposed algorithm can reduce 20% of the task duration and save 30% of the energy cost as compared to random and uniform task computation offloading.

The remainder of this paper is organized as follows. Section II reviews related works. The system model and problem are described in Section III. We propose the efficient task offloading scheme in Section IV. Our simulation results and discussions are given in Section V. Finally, Section VI concludes this paper.

II. RELATED WORKS

Nowadays, with substantial increase in both quantity and intelligence of mobile devices, more and more mobile applications require a good deal of computational task treatment. However, due to the limited computation and battery capacity of UE, it is quite difficult to handle computing intensive tasks locally. To this end, with the development of mobile cloud computation(e.g., Clonecloud [30], Follow me cloud [31], [32]), mobile devices can offload computation-intensive tasks to the cloud for processing.

Mobile cloud computing mainly exhibits two advantages [19], [33]: (i) Reduction of the task duration which includes transmission time for mobile device to offload task to the cloud, execution time in cloud and transmission time for the cloud to send the task result to mobile device; (ii) Decrease in energy consumption at mobile devices. For the task duration, Barbera et al. [20] proposed that delay-sensitive tasks should be executed on the cloudlet, and tasks with loose delay requirements could be executed on the cloud. For the energy consumption problem at UEs, Liu et al. [34] showed that tasks needing transmission of large volumes of data with less requirement on computing resources are suitable for the execution at UE, and computation-intensive tasks are more suitable to be executed in cloud. For system energy consumption, Chen et al. [19] proposed a scheme where task is offloaded in cloud and mobile cloudlet based on user mobility, thus to reduce system energy consumption. However, task offloading to the cloud via cellular network would produce a large delay.

In order to overcome this challenge, mobile edge computing is proposed [35]. In mobile edge computing, the task offloading strategy and resource allocation are the main research points. For the task offloading, Tong et al. [17] designed a hierarchical edge computing architecture according to the distance between the edge server and users, and proposed an optimal offloading scheme for minimizing the task duration by using heuristic algorithm. Sun et al. [36] developed a novel user-centric mobility management scheme for mobile edge computing in ultra dense network. Chen et al. [18] designed multi-user task offloading in mobile edge computing. As for the resource allocation of edge computing, Xiao and Krunz [37] proposed
that the cooperation of edge clouds can not only reduce the processing delay of user tasks, but also reduce the energy consumption. In a word, mobile edge computing can improve the quality of service and energy efficiency by optimizing task offloading and resource allocation policies. Furthermore, some existing works considered both task offloading and resource allocation in mobile edge computing, Chen et al. [12] considered the task offloading and resource allocation in mobile edge computing. However, most of the existing works consider a single mobile edge computing server. Multi-server mobile edge computing is only considered in Tran and Pompili [38], but this work does not consider the ultra dense network, it is hard to obtain insights for the design of key parameters.

Taking into account the limitations of existing work, in this paper, we design software defined task offloading for mobile edge computing in ultra-dense network and propose a efficient task offloading scheme. Furthermore, in Table. I, a taxonomy of various schemes is provided for a straightforward comparison in terms of computing resource pool, applicability of 5G network, computation capacity, etc.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first introduce the framework of SD-UDN. Then, we give the task offloading problem and prove that it is a NP-hard problem.

A. The Architecture of SD-UDN

Fig. 1 shows the framework of task offloading for mobile edge computing in SD-UDN, which includes three planes, i.e., user plane, data plane and control plane. User plane consists of the users who need offloading computing tasks. Data plane mainly corresponds to small cell BSs and edge clouds deployed near small cell BSs. Control plane is realized by the SD-UDN controller deployed at macro cell BS. The users are connected to the small cell BSs or macro cell BS through wireless link while the distributed small cell BSs are connected to the central macro cell BS via high speed fronthaul network.

Although the concept of SDN evolves, its main idea is to decouple the control plane from the data plane by virtualization [42]. Then with air interface separation [43], the control coverage provided by macro cell BS can be further decoupled from the data coverage provided by small cell BSs in SD-UDN. To be specific, the macro cell BS supports control coverage to the entire macro cell. The major control functionalities like resource allocation and scheduling are centralized at the SD-UDN controller. From a global view of the network states, the SD-UDN controller can collect information of mobile users and the small cell BSs within the macro cell BS. Then, it optimizes the network configurations on demand.

The SD-UDN controller maintains mobile device information table, BS information table and task information table. The mobile device information table includes data such as the remaining battery capacity and CPU cycle of mobile device. BS information table includes radio access load, computation load of edge cloud, etc. Task information table includes the task type, task data amount and task computation amount. Typically, a user periodically sends the measurement information to the nearest serving BS. Then the BS integrates multiple users’ information and edge cloud information together and periodically transmits to the SD-UDN controller.

Under the framework of SD-UDN, the process of task handing is illustrated as follows. The mobile device selects the nearest BS for task requesting, then the BS transmits the corresponding task request to the SD-UDN controller. When the SD-UDN controller receives the task request information, the SD-UDN controller updates all the information tables, gives the task offloading policy of mobile device and the resource allocation strategy of edge cloud according to the delay and energy consumption of the task. Since the requesting
data packet is very small, this paper ignores the delay and energy consumption of sending request from mobile device to the SD-UDN controller.

B. Network Model

We assume that SD-UDN includes \( n \) densely deployed BSs, and edge clouds are equipped at each BS. The mobile edge clouds are indexed as \( B = \{ b_1, b_2, \ldots, b_n \} \). We denote the set of users in SD-UDN as \( U = \{ u_1, u_2, \ldots, u_m \} \) and consider each mobile device user \( u_i \) has a computation task to be executed locally or offload to the edge cloud. We adopt a widely used task model (see [16], [18], [44]) to describe task \( Q_i \), i.e., \( Q_i = (\omega_i, s_i) \), where \( \omega_i \) stands for computation amount of the task \( Q_i \), i.e., the CPU cycles needed in total to complete the task, and \( s_i \) stands for the size of computation task \( Q_i \), i.e., the amount of data contents (e.g., the data input and associated processing code) to be delivered toward the edge cloud. Due to the densification deployment of the BS, each user can be served by multiple BS. Denote \( A(u_i) \) as the set of BS that provide services to the user \( u_i \). In this paper, we focus on local computing and offloading the computation task to the edge cloud without further offloading to the remote cloud.

C. Communication Model

We first introduce the communication model. We give the uplink data rate when user mobile device offloads task onto edge cloud. Let \( h_{i,j} \) denote the channel gain between the user \( u_i \) and BS \( b_j \), where \( b_j \in A(u_i) \). In this paper, we assume that the user mobility is not high during the task offloading, so \( h_{i,j} \) is a constant. Denote \( p_i \) as the transmission power of users, thus user uplink data rate of \( r_{i,j} \) can be obtained as follows:

\[
r_{i,j} = B \log_2 \left( 1 + \frac{p_i h_{i,j}}{\sigma^2 + I_{i,j}} \right) \tag{1}
\]

where \( \sigma^2 \) is noise power of mobile device, \( B \) is channel bandwidth and \( I_{i,j} \) is the inter-cell interference power. Then we can obtain that transmission delay for user offloading the task \( Q_i \) to edge cloud is as follows:

\[
t_{i,j}^T = \frac{s_i}{r_{i,j}} \tag{2}
\]

Further we can obtain that the transmission energy consumption for user offloading the task \( Q_i \) to edge cloud is as follows:

\[
\varepsilon_{i,j}^T = \frac{p_i s_i}{r_{i,j}} \tag{3}
\]

D. Task Offloading Model

A computation task can be handled locally or be offloaded to edge cloud for processing. Next we will discuss the local computing and mobile edge computing.

1) Local Computing: For local task computing, we define \( f_i^l \) as a CPU computing capability of mobile device user \( u_i \). Thus, the local execution time of task \( Q_i \) can be expressed as follows:

\[
t_{i}^L = \frac{\omega_i}{f_i^l} \tag{4}
\]

Also, we can obtain the energy consumption for local task processing as:

\[
\varepsilon_{i}^L = \frac{s_i}{f_i^l} \tag{5}
\]

where \( \rho_i \) is the power coefficient of energy consumed per CPU cycle.

2) Mobile Edge Computing: Considering the difference of computing resource of edge clouds, we denote the computing resource (CPU cycles per second) of edge cloud as \( f_i^e = \{ f_1^e, f_2^e, \ldots, f_n^e \} \). According to the communication model, the total task duration in edge cloud consists of time consumed by two procedures, i.e., (i) time consumed when the user offloads the task, (ii) time consumed when computation tasks are processed on the edge cloud. Therefore, the task duration of task \( Q_i \) can be obtained as follows:

\[
t_{i}^E = \frac{\omega_i}{\kappa_i^e f_i^e} + \frac{s_i}{r_{i,\gamma_i}} \tag{6}
\]

where \( \gamma_i \) stands for the edge cloud where task \( Q_i \) is placed on, i.e., \( \gamma_i \in A(u_i) \), and \( \kappa_i^e \) stands for the proportion of computing resource allocated to task \( Q_i \) by edge cloud.

Similar to many studies such as [18] and [36], we ignore the transmission delay for edge clouds to sends the task results back to the user. This is because the data size after task processing is generally smaller than it before processing, and downlink rate from BS to mobile device is higher than uplink rate from mobile device to BS.

E. Problem Formulation

In this paper, in term of the limited computation power of edge cloud and the restricted battery capacity of mobile devices, we consider the following two problems:

- Task placement problem: decide mobile user processing locally or in the edge cloud, and which edge cloud task should be place on.
Resource allocation problem: how much computing resource of edge cloud allocate to each task.

Our aim is to minimize the average task duration with the limited battery capacity. To be specific, we defined the integer decision variable, \( x_i \in \{0, 1\} \) that indicates task \( Q_i \) is processed locally \((x_i = 1)\) or in edge cloud \((x_i = 0)\). Thus, The variables of task placement are as follows: \( X = \{x_1, x_2, \ldots, x_m\} \) and \( \gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_m\} \). The corresponding variable of resource allocation is as follows: \( \kappa = \{\kappa_1, \kappa_2, \ldots, \kappa_m\} \). Table II shows the notation in this paper. Formally, the task offloading problem can be formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{m} \left[ x_i l_i^E + (1 - x_i) l_i^E \right] \\
\text{subject to:} & \quad x_i \in \{0, 1\}, \quad \forall i = 1, \ldots, m. \quad (7) \\
& \quad (1 - x_i) e_i^E \leq \alpha_i E_i^{\text{max}} \quad \forall i = 1, \ldots, m. \quad (8) \\
& \quad \gamma_i \in A(u_i) \quad \forall i = 1, \ldots, m. \quad (9) \\
& \quad \sum_{i \in o_{\gamma_i}} \kappa_i \leq 1. \quad (10)
\end{align*}
\]

The objective function (7) is to minimize the total task duration. The first constraint (8) indicates the local energy consumption is less than the remainder battery capacity of mobile device, where \( \alpha_i \) is the remainder energy consumption relative to the total battery capacity \( E_i^{\text{max}} \). The second constraint (9) states the energy consumption of transmission the task to edge cloud is limited by the battery of mobile device. The third constraint (10) indicates that the associated BS are those provide service to the user \( u_i \). The last condition (11) indicates the amount of computation assigned to the \( \gamma_i \) should not exceed its total amount of computation, where \( o_{\gamma_i} \) denotes the set of computing task placed at edge cloud \( \gamma_i \). Without consider the resource allocation, the task duration minimization problem (7) can be proved NP-hard according to [45].

IV. EFFICIENT TASK OFFLOADING SCHEME

In this section, we demonstrate an efficient task offloading scheme according to the optimization problem mentioned in (7). We first defined the objective function as follows:

\[
f(x, \kappa, \lambda) = \sum_{i=1}^{m} \left[ \frac{\omega_i}{f_i} + (1 - x_i) \left( \frac{\omega_i}{\kappa_i f_i^E} + \frac{s_i}{r_{i,j}} \right) \right]
\]

(12)

For the sake of simplicity, we define \( \lambda = (x, \gamma) \). Let \( K \) and \( \mathbb{H} \) denote the feasible sets for \( \kappa \) and \( \lambda \). Problem (7) is a mixed integer non-linear optimization problem. In this paper, we adopt alternative optimization techniques and consider two sub-problems as follows:

- **Computing resource allocation problem**: Given \( \lambda = \lambda^0 \in \mathbb{H} \), i.e., when \( x_i \) and \( \gamma_i \) is fixed, the original optimization problem in (7) is a convex problem with respect to \( \kappa \). Then, we adopt the Karush-Kuhn-Tucker (KKT) condition to obtain an optimal solution which is denoted by \( f(\kappa^*, \lambda^0) \).

- **Task placement problem**: Based on the solution \( \kappa^* \), the sub-problem \( f(\kappa^*, \lambda) \) is a 0-1 integer programming problem with respect to \( \lambda \). We adopt the task placement algorithm to obtain the solution.

Then, we provide a convergence proof of the problem. In this paper, we call this task offloading strategy as software defined task offloading (SDTO).

A. Computing Resource Allocation Problem

**Lemma 1**: Given \( \lambda = \lambda^0 \in \mathbb{H} \), the original optimization problem in (7) with respect to \( \kappa_i \) is a convex optimization problem.

**Proof**: From the (7), we can get the resource allocation only when the task is offload to the edge cloud, i.e., \( x_i = 0 \). Given \( \gamma = \gamma^0 = (\gamma_1^0, \gamma_2^0, \ldots, \gamma_m^0) \in \mathbb{H} \), we denote \( j = j^0 \), the number of \( x_i^0 = 1 \) is \( l \), then the objective function (7) can be converted into the following equation:

\[
f(\kappa, \gamma^0) = \sum_{i=1}^{l} \left[ \frac{\omega_i}{\kappa_j^f} \gamma^0_j + \frac{s_i}{r_{i,j}} \right]
\]

(13)
By solving the formula above, we can obtain the optimal \( \kappa \) respect to \( \kappa \) where

\[
\lambda = \lambda^0 \in \mathbb{H},
\]

and the Hessian matrix \( H \) is symmetrical positive definite matrix. In accordance with Theorems in [46], it is concluded that (7) is convex. Since constraint is linear, it can be concluded that this problem is a convex optimization problem.

In accordance with lemma 1, Theorem 1 can be obtained with the KKT conditions.

**Theorem 1:** Given \( \gamma = \gamma_0 \in \mathbb{H} \), the optimal value with respect to \( \kappa \) can be obtained, as shown in (17).

**Proof:** According to lemma 1, the Lagrange function of the original optimization problem about (7) and (8) can be obtained as follows:

\[
L(\kappa, \nu) = \sum_{i=1}^{l} \left( \frac{\omega_i}{(\kappa_i^{\ast})^2 f_j} - \frac{s_i}{r_{ij}} \right) + \sum_j \nu_j \left( \sum_{i \in o_j} \kappa_i^2 - 1 \right)
\]

By the use of the KKT conditions, if \( \bar{\kappa}, \bar{\nu} \) is any point that satisfies the KKT conditions, we can conclude that:

\[
\nabla f(\bar{\kappa}_1^1, \bar{\kappa}_2^2, \ldots, \bar{\kappa}_n^n) + \sum_{j=1}^{n} \bar{\nu}_j \nabla \left( \sum_{i \in o_j} \bar{\kappa}_i^2 - 1 \right) = 0,
\]

\[
\sum_{i \in o_j} \bar{\kappa}_i^2 - 1 = 0
\]

By solving the formula above, we can obtain the optimal \( \kappa_i^\ast = \bar{\kappa}_i^1 \) by:

\[
\kappa_i^\ast = \frac{\sqrt{\omega_i}}{\sum_{i \in o_j} \sqrt{\omega_i}}
\]

Since

\[
\sum_{i=1}^{l} f(\kappa, \gamma) = \sum_{j=1}^{n} \sum_{i \in o_j} f(\kappa, \gamma)
\]

substitute (16) into (13), we can obtain the optimal value of \( f(\kappa^\ast, \gamma^0) \) as follows:

\[
f(\kappa^\ast, \gamma^0) = \sum_{j=1}^{n} \sum_{i \in o_j} \left[ \frac{\sqrt{\omega_i} \sum_{i \in o_j} \sqrt{\omega_i}}{c_j} \right] \frac{s_i}{r_{ij}}
\]

\[
= \sum_{j=1}^{n} \left[ \frac{\left( \sum_{i \in o_j} \sqrt{\omega_i} \right)^2}{c_j} + \sum_{i \in o_j} \frac{s_i}{r_{ij}} \right]
\]

**B. Task Placement Problem**

Through the above discussion, given \( \lambda = \lambda^0 \in \mathbb{H} \), we can obtain the optimal solution in (17). Based on this, the original optimization problem is converted into integer programming problem with respect to \( x \) and \( \gamma \) as follows,

\[
\text{minimize } f(x, \kappa^\ast, \gamma^0)
\]

subject to:

\[
\begin{align*}
x_{ij} &\leq \alpha_i \epsilon_{max}^i & \forall i = 1, 2, \ldots, m. \\
(1-x_i) \epsilon_{max}^i &\leq \alpha_i \epsilon_{max}^i & \forall i = 1, 2, \ldots, m. \\
\gamma_i &\in A(u_i) & \forall i = 1, 2, \ldots, m.
\end{align*}
\]

In this section, we propose a task placement algorithm to solve this optimization problem.

First, we rewrite this optimization problem and transfer it into a 0-1 integer programming. Let \( Z = (z_{ij})_{m \times (n+\lambda)} \), \( z_{ij} \in \{0, 1\} \) denote the matrix to be solved out. Specifically, when \( j = 1, 2, \ldots, n \), it indicate task is processed on edge cloud; when \( j = n+1, n+2, \ldots, n+m \), it indicates that the task \( Q_i \) is locally processed. \( z_{ij} \) represents whether task \( Q_i \) is processed locally, or processed at edge cloud \( b_j \). If \( z_{ij} = 0 \), the task \( Q_i \) will not be offloaded on edge cloud and processed locally. Likewise, if \( z_{ij} = 1 \), the task \( i \) will be offloaded on edge cloud or processed locally. Here, \( Z \) is analogous to \( \gamma \) and \( x \), i.e., aiming at the same task placement problem. Furthermore, we denoted variables as follows:

\[
W = (\sqrt{\omega_1}, \sqrt{\omega_2}, \ldots, \sqrt{\omega_m})
\]

\[
S = (s_1, s_2, \ldots, s_m)
\]

\[
P = (p_1, p_2, \ldots, p_m)
\]

Therefore, we can rewrite the optimization problem in (18) with respect to \( \gamma \) and \( x \) into optimization problem as follows:

\[
\text{minimize } ||W Z C^T||^2 + S Z R
\]

subject to:

\[
\begin{align*}
x_{ij} &\in \{0, 1\} \quad & i = 1, 2, \ldots, m. \\
\sum_{j=1}^{n+\lambda} x_{ij} &\geq 1, \quad & i = 1, 2, \ldots, m.
\end{align*}
\]

The objective function with respect to variable \( Z \) aims to reduce the task duration. The constraint is that each task is placed on edge cloud or process locally. As for this problem,
assume there are $n$ tasks to be processed, then there are $2^{n+1}$ choices to place task on, which is NP-hard.

In order to solve this problem, we define a continuous normal variable $y_{ij}$, which satisfies the following conditions:

$$y_{ij} \geq 0, \quad \sum_{j=1}^{n+1} y_{ij} = 1, \quad i = 1, 2, \cdots, m.$$ 

Based on the variable $y_{ij}$, we denote a linear function as

$$\phi(y_{ij}) = \frac{y_{ij}}{y_{ij} + \epsilon},$$

where $\epsilon$ is a quite small regularization constant and $t$ is the number of iterations. Similar with the work in [47], we utilize linear function $\phi(y_{ij})$ to substitute $X$ in the (22). Then, similar with Theorem 1, it is concluded that the modified objective function of (22) is a convex function. The specific solving algorithm is shown in Algorithm 1.

Algorithm 1 Task Placement Algorithm

**Input:**
- Give initial task placement, $y_{ij}^0$;
- Give a quite small error bound, $\delta$;

**Output:**
- Task placement, $\phi$;

1: $t := 0$, $y_{ij}^t := 1 - \epsilon$, where $\epsilon$ is a quite small regularization constant;
2: $t := t + 1$;
3: Assume the iterative result above is given as $\{y_{ij}^{t-1}\}$, define $\phi_t(y_{ij}) = \frac{y_{ij}^{t-1}}{y_{ij}^{t-1} + \epsilon}$, $i = 1, 2, \cdots, m$, $j = 1, 2, \cdots, n + 1$;
4: Substitute the variable $\phi_t(y_{ij})$ obtained above for $X$ in optimization problem, and $\{y_{ij}^{t-1}\}$ can be obtained through solving the modified optimization problem of Eq.(16).
5: If $|y_{ij}^{t-1} - y_{ij}^{t-1}| < \delta$, we can obtain $y_{ij}^{t} = y_{ij}^{t-1}$; else, go to step 2;

The key step in algorithm above is step 4. As for each iteration in step 4, we substitute function $\phi_t(y_{ij}) = \frac{y_{ij}^{t-1}}{y_{ij}^{t-1} + \epsilon}$ for variable $x_{ij}$ in the objective function of (22) and replace function $y_{ij}$ for $x_{ij}$ in the condition of (23) and (24). As discussed above, we can conclude that the modified objective function is a convex, and that modified condition are linear. Thus, the modified problem is a convex optimization problem which can be solved.

C. Convergence Analysis

In this section, the convergence of Algorithm 1 will be analyzed. Based on the step 4 at Algorithm 1, we can obtain

$$y_{ij}^t = \text{argmin}_{y_{ij}} f(\frac{y_{ij}}{y_{ij}^{t-1} + \epsilon}).$$

According to the global convergence theorem in [48], Algorithm 1 is converged. However, there is a question: why the solution of the modified optimization problem in Algorithm 1 is approximately equal to the solution of the problem of (16). Now, we give proof that function $\phi_t(y_{ij})$ is equal to variable $x_{ij}$ if $|y_{ij}^{t-1} - y_{ij}^{t-1}| < \delta$. Since $\delta$ is a minimal positive number, we can obtain that $y_{ij}^{t-1} \approx y_{ij}^*$. Thus, we can obtain $\phi_t(y_{ij}^*)$ as follows:

$$\phi_t(y_{ij}^*) = \frac{y_{ij}^*}{y_{ij}^{t-1} + \epsilon} \approx \begin{cases} 1 & \text{if } y_{ij}^* > 0 \\ 0 & \text{if } y_{ij}^* = 0 \end{cases}$$

Therefore, we can obtain that $\phi_t(y_{ij}^*)$ is approximately equal to $Z$, i.e., the solution of the modified optimization problem is approximately equal to the solution of the original problem.

Secondly, the solution to the two sub-problems is also applicable for the original optimization problem. $f(\kappa, \lambda)$ is the original optimization function. Given $\lambda = \lambda^0 \in \mathbb{H}$, based on the discussion in Section V(A), $f(\kappa, \gamma_0)$ is convex in $\kappa$. Thus, $\exists \kappa^* \in \mathbb{K}$, and the following inequality holds

$$f(\kappa^*, \lambda^0) \leq f(\kappa, \lambda^0)$$

Given $\kappa = \kappa^* \in \mathbb{K}$, according to the discussion in Section V(B), $f(\kappa^*, \lambda)$ is 0-1 integer programming with respect to $\lambda$. Based on Algorithm 1, for $\exists \lambda^* \in \mathbb{H}$, the following inequality can be obtained

$$f(\kappa^*, \lambda^*) \leq f(\kappa, \lambda^*) \leq f(\kappa, \lambda)$$

Thus, $f(\kappa^*, \lambda^*)$ can be obtained through solving the above two sub-problems, and also serves as the efficient solution for the original optimization problem.

V. Performance Analysis

In this section, a simulation experiment is provided concerning task offloading for mobile computing in SD-UDN. The experimental results are divided into three parts: (i) we compare the proposed SDTO with several task offloading schemes in terms of task duration and energy cost; (ii) we study the impact of task computation amount on the evaluated metrics; (iii) we investigate the impact of task data size on the performance of task offloading.

A. Experiment Setup

For task $Q_i$, we assume computation amount $\omega_i$ and data size $s_i$ are generated by a probability distribution. The total computing resource of edge cloud is 25 GHz, while the total computing resource of mobile device is 10 GHz. Then, the processing time is 1/20 second when the computation task is processed by edge cloud and 1/10 second when the computation task is processed by mobile device. To mimic a ultra-dense network environment, we simulate a 500 $m \times 500 m$ square area with 15 BSs. The users can connect with BSs within 100m. Similar as the work in [36], we model the channel gain as follows: $127 + 30 \times \log d$, the other settings of the simulation parameters are given in Table III.
B. Comparison With Other Methods

The SDTO, proposed in this paper, is compared with two different offloading strategies: random offloading scheme and uniform offloading scheme.

- Random offloading scheme: (i) Task placement, the computation tasks are offloaded to edge cloud for processing or processed locally randomly. We set up a random generator that can generate the number 0 and 1 with equal probability, and then we offload computation tasks to be processed onto edge cloud or process locally randomly according to the random generator. (ii) Resource allocation, similar to random offloading scheme, based on the uniform task placement strategy, the resource allocation is given by using the (17).

For the three methods above, we evaluate offloading performance in terms of task duration and energy cost. We first give the average utilization rate of the above three kinds of offloading schemes, the resource utilization rate of the random offloading scheme, uniform offloading scheme and the SDTO scheme are 75\%, 80\% and 92\%, respectively.

C. Impact of Computation Amount on Offloading Performance

We first consider the impact of computation amount on offloading performance. The data size of task follows a normal distribution with mean value of 5 MB. As for the computation amount, three kinds of distribution are utilized, i.e., uniform distribution, normal distribution and Pareto distribution.

As shown in Fig. 2 and Fig. 3, we can conclude that the larger the computation amount of a task, the longer task duration is caused with more energy cost. Furthermore, our proposed SDTO exhibits shorter task duration and lower energy cost than random offloading scheme and uniform offloading scheme. This is because the efficient offloading scheme is obtained by comprehensively considering the computation amount and data size of task content, so as to minimize task duration and energy cost.

In Fig. 2(a) and Fig. 3(a), when the computation amount follows normal distribution, compared with random offloading processing and the other part is local processing.

### TABLE III

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Task</td>
<td>500</td>
</tr>
<tr>
<td>Transmission bandwidth of mobile device, $B$</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Transmit power of user mobile device, $p_t$</td>
<td>0.5 W</td>
</tr>
<tr>
<td>Gaussian channel noise, $\sigma^2$</td>
<td>$2 \times 10^{-13}$ W</td>
</tr>
<tr>
<td>Channel power gain, $h_{ij}$</td>
<td>$127 + 30 \times \log d$</td>
</tr>
<tr>
<td>Computing energy consume in edge cloud, $\rho$</td>
<td>90 W/Gigacycles</td>
</tr>
<tr>
<td>The total battery capacity, $E_{\text{MAX}}$</td>
<td>1000J</td>
</tr>
</tbody>
</table>

Fig. 2. Impact of computation amount on task duration.

Fig. 3. Impact of computation amount on energy cost.
scheme, it is shown that our proposed SDTO can reduce 30% task duration and 10% energy cost. And compared with uniform offloading scheme, our scheme can reduce 41% of the task duration and 11% of the energy cost. As shown in Fig. 2(b) and Fig. 3(b), when the computation amount follows uniform distribution, the results are similar with the case based on normal distribution. In Fig. 2(c) and Fig. 3(c), when the computation amount follows Pareto distribution, it is observed the curve trend is not as smooth as that in normal distribution and uniform distribution, which is because the Pareto distribution has the long tail effect, and we set the interval as 0.1 when we generate the Pareto distribution.

D. Impact of Data Size on Computation Offloading

In this section, we consider the impact of data size on computation offloading. The computation amount of task follows a normal distribution with mean value of 1 Gigacycle. For data size, three kinds of distributions are utilized, i.e., uniform distribution, normal distribution and Pareto distribution.

As shown in Fig. 4 and Fig. 5, we can conclude that the larger the data size of the task, the longer task duration and the more energy cost. We can further conclude that our proposed offloading scheme exhibits shorter task duration and lower energy cost than random offloading scheme and uniform offloading scheme.

In Fig. 4(a) and Fig. 5(a), when computation amount follows normal distribution, compared with random offloading scheme, it is shown that our proposed offloading scheme can reduce 30% of the task duration and 5% of the energy cost. And compared with uniform offloading scheme, our scheme can reduce 28% of the task duration and 5% of the energy cost.

As shown in Fig. 4(b) and Fig. 5(b), when computation amount follows uniform distribution, the results are similar with the case of normal distribution. In Fig. 4(c) and Fig. 5(c), when computation amount follows Pareto distribution, we see that the curve trend is not as smooth as that in normal distribution and uniform distribution, which is because the Pareto distribution has the long tail effect, and we set the interval at 0.5 when we generate the Pareto distribution. Throughout the above analysis, we can also conclude that the effect of data size on task duration and energy cost is lower than that of computation amount.

VI. Conclusion

In this paper, we first propose the architecture of software defined ultra dense network (SD-UDN). Then, we propose a scheme to offload task on edge cloud or process locally. In order to minimize the task duration, computing resource is optimally allocated to each task. To the best of our knowledge, this is the first study of task offloading for mobile edge computing in SD-UDN. Simulation results have shown that our proposed scheme is more efficient compared to the random and uniform computation offloading schemes. In future work, we will consider task offloading in more complicate deployment with users mobility.
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