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Abstract—Recently, the prevalence of mobile devices together with the outburst of user-generated contents has fueled the tremendous growth of the Internet traffic taken by video streaming. To improve user-perceived quality-of-experience (QoE), dynamic adaptive streaming via HTTP (DASH) has been widely adopted by practical systems to make streaming smooth under limited bandwidth. However, previous DASH approaches mostly performed complicated rate adaptation based on bandwidth estimation, which has been proven to be unreliable over HTTP. In this paper, we simplify the design by only exploiting client-side buffer state information and propose a pure buffer-based DASH scheme to optimize user QoE. Our approach can not only get rid of the drawback caused by inaccurate bandwidth estimation, but also incur very limited overhead. We explicitly define an integrated user QoE model, which takes playback freezing, bitrate switch, and video quality into account, and then formulate the problem into a non-linear stochastic optimal control problem. Next, we utilize control theory to design a dynamic buffer-based controller for DASH, which determines video bitrate of each chunk to be requested and stabilize the buffer level in the meanwhile. Extensive experiments have been conducted to validate the advantages of our approach, and the results show that our approach can achieve the best performance compared with other alternative approaches.

Index Terms—DASH, control theory, buffer state, rate-adaptation.

I. INTRODUCTION

A CCORDING to the Cisco report [1], it is predicted that the global IP traffic will increase threefold between 2013 and 2018, and 80-90 percent of the total traffic will be taken by video streaming by 2018. Such a tremendous growth is credited to the rapid growth of user-generated contents (UGC) through crowdsourcing-based applications (such as YouTube and Twitch), the prevalence of mobile devices (e.g., smartphones, tablets) and business growth of traditional Internet content providers. For instance, Netflix contributes more than 20% of the U.S. Internet traffic [2]. On the other hand, due to expensive bandwidth, varying network conditions and diverse user preferences, it has become a challenging task for a service provider to serve users massive contents with satisfied QoE and sustainable cost, e.g., healthcare cyber-physical systems [3] and vehicular ad hoc network [4], etc.

To tackle the surging video streaming traffic, 3GPP (The 3rd Generation Partnership Projection) and MPEG (The Moving Picture Experts Group) proposed Dynamic Adaptive Streaming over HTTP (DASH), which is a new MPEG standard that defines the interaction and cooperation between consumers and content providers in order to maintain smooth video streaming with limited available bandwidth. Its mechanism is to split the video into chunks with equal playback duration. Each chunk is further encoded into multiple versions with different bitrates. A client-side controller is installed on each user, which selects chunks with appropriate bitrates for transmission according to the latest system state. The underlying principle is that streaming smoothness is more important than streaming bitrate for user experience. Thus, during busy hours with less bandwidth, videos should be delivered at a lower bitrate to avoid streaming interruption and vice versa. Due to its ability to adapt streaming bitrate with network condition, DASH has been widely used by real systems [5], such as Apple HTTP Live Streaming, Microsoft Live Smooth Streaming, Adobe HTTP Dynamic Streaming, QuavStreams Adaptive Streaming over HTTP and so on.

To achieve adaptive video streaming, most of previous DASH solutions performed rate adaptation based on accurate estimation of network bandwidth. Unfortunately, Jiang et al. [6] and Tian and Liu [7] pointed out that bandwidth estimation is inherently unreliable and inaccurate over the HTTP layer, which may lead to undesirable bitrate variations and low-quality video streaming. Thus, to avoid the above limitation, researchers start to consider the design of new DASH approaches, in which bandwidth estimation is not...
required. The pioneering work [8] showed that it is feasible to perform rate adaptation simply based on the local buffer state. However, their approach is static and has not taken complicated user-perceived QoE into account. The development of pure buffer-based DASH is still in its infant age.

In this paper, we propose a QoE-aware buffer-based DASH scheme to optimize user QoE, which is simple yet effective. It can adaptively choose chunks with appropriate bitrates for downloading based on the latest information of buffer state. To better quantify user QoE, we first propose an integrated user QoE model that considers playback freezing, bitrate switch and video quality jointly. Then we formulate the problem into a non-linear stochastic optimal control problem and formally prove that a static optimal controller doesn’t exist. To solve the problem, we exploit control theory to design a novel dynamic buffer-based controller, which can stabilize video buffer level and thus guarantee user QoE. Through extensive simulations, we show that our scheme can not only effectively reduce the frequency of playback interruptions, but also dramatically improve other video quality metrics. Overall, our main contributions in this paper can be summarized as follows:

- We propose an integrated user QoE model for HTTP adaptive video streaming, which considers major factors that affect user QoE, such as playback freezing, bitrate switch, video quality and so on.
- We formulate the QoE-aware HTTP adaptive streaming problem into a non-linear stochastic optimal control problem, and prove that there doesn’t exist a static optimal controller to achieve the optimality.
- We further exploit control theory to design a dynamic buffer-based controller for DASH, which determines the bitrate for each chunk to be requested in an online manner. The proposed approach can be easily implemented at the client side.
- We conduct extensive simulations to evaluate our proposed solution. Experimental results indicate that the buffer level can be stabilized effectively and video bitrate switches occur rarely. The freezing events can be almost completely avoided. Our solution outperforms other alternative solutions in most scenarios.

The rest of the paper is organized as follows. Section II reviews related works. In Section III, system model and problem definition are presented. Section IV elaborates the design of our dynamic controller. Experimental results are presented in Section V. Finally, we summarize this paper and suggest some future works in Section VI.

II. RELATED WORK
The field of Adaptive Bitrate (ABR) streaming applications and optimization has been well investigated in the last two decades (e.g., [5] and [9]–[15]). Romero [9] implemented DASH into Google Android systems to provide adaptive video streaming. De Vleeschauwer et al. [5] studied the optimization of overall utility in a base station and proposed an algorithm to control the bitrate of each data flow. Joseph et al. [10] proposed an algorithm to optimize the overall utilities for a group of users under the constraints of bitrate and user dynamics. Ramamurthi and Oyman [11] proposed a framework for wireless resource allocation to reduce the rebuffering probability. Ji et al. [16] proposed the first hybrid spatial-temporal metric in adaptive video streaming so as to provide heterogeneous devices with better reliable video. Liang et al. [12] proposed an online approach to prefetch and cache data for DASH. Chang and Chiao [13] constructed an streaming scheme for multicast in DASH. Chen et al. [14] used the User Adaptive Video (UVA) technique to reduce the bandwidth cost for DASH systems. Krishnapa et al. [15] conducted an experimental evaluation of DASH with YouTube video traces and analyzed the advantages and disadvantages of DASH.

For video bitrate selection, the proposed techniques can be classified into two main categories: (1) bandwidth-estimation-based; (2) buffer-based. The bandwidth-estimation-based approach is widely used in [2], [6], and [7]. Most works regard the bandwidth estimation as a reference signal for making choices on selection or adjusting the control systems. De Cicco and Mascolo [2] designed an adaptive video streaming control system consisting of two controllers. The system controls both the client side and the server side. Bandwidth estimation is used for adjustment in that system. Jiang et al. [6] proposed a bandwidth-estimation-based algorithm called FESTIVE to achieve three goals of bitrate selection: fairness, efficiency and stability. Tian and Liu [7] presented a buffer controller for bitrate selection based on bandwidth estimation. Yin et al. [17] used model predictive control (MPC) theory to solve the bitrate selection problem, which makes optimal bitrate decisions by predicting the expected bandwidth for the next few chunks.

The buffer-based approach is investigated in [8], [18], and [19]. De Cicco et al. [18] proposed a client-side controller called ELASTIC. Zhou et al. [19] designed a control system for the multi-server DASH system. However, these control systems are multi-input and somewhat complicated. Huang et al. [8] proposed a buffer-based system in the client-side for bitrate selection of DASH. The system has only one input: the buffer state. However, it did not consider the problem of improving user QoE and reducing the cost. In addition, the above solutions [18], [19] also need to predict the available bandwidth. There are also some papers [20]–[22] that investigated the QoE measurement and its relation with adaptive bitrate streaming.

Previous studies have shown that control-theoretic approaches are effective for dynamic adaptive streaming [17]–[20]. The advantage to use a controller for bitrate adaption is a cleaner design, which can be not only experimentally tested but also mathematically analyzed [23]. Huang et al. [24] developed an effective proportional controller to stabilize the received video quality as well as the bottleneck link queue, for both homogeneous and heterogeneous video systems. The work in [17] analyzed the client-side bitrate adaptation logic based on a control theoretic approach and proposed a novel model predictive control (MPC) algorithm that can optimally combine throughput and buffer state information to outperform the state-of-art approaches. In [25], a control-theoretic mechanism is designed to analyze the
TCP congestion and it is shown that TCP itself is an unstable integral control system. The proportional-integral-derivative (PID) controller is the most common control algorithm used in industry and provides the simplest and most effective solution for many real-world control problems [26]. Zhou et al. [19] proposed a novel proportional-derivative (PD) controller to adapt video bitrate with high responsiveness and stability. The study in [27] analyzed the video-based pricing and transmission schemes with consideration of heterogeneous services requirements, and proposed a polymatroid-based marginal control to optimize the video streaming with differentiation QoE provision. These successful efforts clearly demonstrate the strength of the control-theoretic approaches.

III. SYSTEM MODEL AND PROBLEM DEFINITION

In this section, we first describe a typical DASH system architecture, and then develop its system model, which includes network model, buffer model, video request model and user QoE model. To facilitate our presentation, the notations are summarized in Table I.

A. System Architecture

Based on the 3GPP-DASH specification [28], a typical architecture of a DASH system can be illustrated in Fig 1. Generally, a DASH system is comprised of three components: (1) media servers, which generate video chunks encoded in different bitrates; (2) cache servers (or streaming servers), which deliver video chunks over HTTP; (3) clients, which receive video chunks using various end devices.

In terms of media servers, their responsibility is to convert video chunks into different versions with different bitrates and store encoded chunks. The playback duration of each chunk is almost the same. Video chunks will be delivered by cache servers to clients. In the client side, there is a streaming controller installed on each user device, which determines the bitrate of the next chunk to be requested.

B. Network Model

In the network model, we model the dynamic process of network bandwidth. Let $c(t)$ be network throughput at time $t$, and $c_k$ be the average download speed of the $k$-th video chunk. Assume that all the chunks are downloaded sequentially according to the playback sequence. We adopt a stochastic model to represent network conditions as $c(t)$ could change significantly with time and environment in the real world, especially in the environment with mobile devices. A stochastic model is appropriate in this situation. More specifically, the network capacity $c(t)$ at time $t$ follows a specific distribution, and distributions at different moments are independent and identically distributed (i.i.d). The distribution of network bandwidth can be changed according to different environments (e.g., wired/wireless networks).

C. Buffer Model

As network condition is unpredictable, the arrival of chunks is also a stochastic process. Because chunk size could be different for DASH, we focus on the change of playable chunks cached in the buffer, defined as buffer level. The playback buffer can be modeled as a FIFO queue, as commonly adopted in the previous literatures to analyze HTTP video streaming [8], [18], [29]. Fig. 2 illustrates a simple buffer model.

In Fig. 2, the player plays video content chunk-by-chunk from the buffer. Let $r_k$ be the bitrate of the $k$-th chunk and $c_k$ be the average bandwidth during downloading the $k$-th chunk. Assume that each chunk can be played for $\tau$ seconds. The player drains $\frac{r_k}{c_k}$ seconds of video content when it finishes downloading the $k$-th chunk. Note that, an incomplete video chunk will not be played. We further define $b(t)$ as the buffer level at time $t$ and $b_k$ as the buffer level at the beginning of the download process of video chunk $k$. The relationship between $b(t)$ and $b_k$ can be described as:

$$b_k = b(t_k),$$

where $t_k$ is the time starting to download the $k$-th video chunk.

Note that once the playback buffer is full, the download will be suspended to avoid overflowing the playback buffer [29]. Let $\Delta t_k$ denote the time that a user needs to wait before he...
can request for the next chunk. Then, $\Delta t_k$ can be derived as follows:

$$\Delta t_k = \max \left\{ b_k + \tau - \frac{\tau r_k}{c_k} - B_{\text{max}}, 0 \right\},$$

where $\tau$ is the length of each video chunk and $B_{\text{max}}$ is the bound of the buffer level. With such a mechanism, we can guarantee that the buffer will never be overflowed. In reality, the buffer bound is sufficiently large such that the chance is very rare for $b_k$ to reach $B_{\text{max}}$.

The evolution of the buffer level can be derived as follows:

$$b_{k+1} = \max \left\{ b_k + \tau - \frac{\tau r_k}{c_k} - \Delta t_k, \tau \right\}.$$  

In the above equation, the term $\tau - \frac{\tau r_k}{c_k}$ represents the incremental amount of the buffer level. If a freezing event occurs, $b_{k+1}$ will be $\tau$. Otherwise, if the buffer is full, the user will wait $\Delta t_k$ for the next chunk.

D. Video Request Model

In the buffer-based DASH system, the bitrate selection is determined by a mapping function, which chooses the bitrate of the next chunk based on the current buffer state. The client requests the chunk with the chosen bitrate from the remote servers.

Formally, let $\Psi(\cdot)$ denote the mapping function, then we have

$$R_k = \Psi(B_k).$$

where $B_k$ is the buffer level and $R_k$ is the bitrate for the next requested chunk. Note that the feasible bitrate of video chunks can only be selected from the complete bitrate set $\mathbb{R} = \{R_1, R_2, \ldots, R_{\text{max}}\}$, and $B_k \in [0, B_{\text{max}}]$. It is obvious that there are an infinite number of valid mapping functions.

For better understanding, we use an example to explain how the mechanism works. In Fig. 3, the mapping function is drawn in the solid line. The dash area is the feasible region of the mapping function. $R_1$ is the lowest bitrate, while $R_{\text{max}}$ is the highest. Since the video bitrate is discrete, the mapping function is also discrete. For example, when a buffer level falls into an area, say $B_1$ and $B_2$, the client will request a video chunk with the corresponding bitrate (e.g., $R_2$ in this case).

E. User QoE Model

In the integrated user QoE model, we consider three major factors directly related to user QoE, namely, playback interruption, bitrate switch and video quality. These three major factors reflect the users’ QoE from different aspects and thus are necessary to be considered [6], [30]–[32]. We use a QoE score to represent the value of a chunk for user QoE, which includes three sub-scores: freezing score, bitrate switch score and video bitrate score.

The QoE score of the $k$-th video chunk downloading is defined as:

$$Q^k = Q_f^k + \eta Q_s^k + \lambda Q_v^k.$$  

where $\eta$ and $\lambda$ are positive weight coefficients. These scores are specified as follows.

1) Freezing Score: When the buffer is drained out, a freezing event will occur and thus deteriorate the user QoE. In [30], the acceptability probability of a video is proposed with logistic regression. The probability that a user does not accept the video due to rebuffered events is modeled as follows:

$$p_{na} = \frac{\exp(-\alpha + \beta T_f)}{1 + \exp(-\alpha + \beta T_f)},$$

where $\alpha$ and $\beta$ are constants, $T_f$ is the total freezing time, and $p_{na}$ is in range $(0, 1)$.

In the process of playing the $(k-1)$-th video chunk, the freezing time $t_f^k$ can be estimated from:

$$t_f^k = \max \left\{ \frac{\tau r_k}{c_k} - b_k, 0 \right\}.$$  

It means that if the buffer was drained out during the $(k-1)$-th period, the freezing time will be $\frac{\tau r_k}{c_k} - b_k$. Otherwise the freezing time will be 0.

Based on the above model, the QoE score during the downloading of the $k$-th video chunk due to freezing events can be further defined as follows:

$$Q_f^k = -\frac{\exp(-\alpha + \beta t_f^k)}{1 + \exp(-\alpha + \beta t_f^k)}.$$  

It clearly shows that a longer rebuffered time results in lower QoE.

2) Bitrate Switch Score: From the user perspective, frequent video bitrate switch is also undesirable. Switching from high-quality to low-quality is annoying and less tolerant by users. Such degradation of QoE can be reflected in the degradation of video quality. Based on [6], we define the QoE score of bitrate switching between two adjacent video chunks as follows:

$$Q_s^k = \frac{\mu |r_k - r_{k-1}|}{r_k},$$

where $r_k$ is the bitrate of the $k$-th video chunk and $\mu$ is a negative scaling factor.
3) Video Bitrate Score: Generally, a higher video bitrate leads to a higher QoE score. As in the previous work, we assume that the QoE function is concave and follows the diminishing return law. Typically, the QoE function is modeled in the logarithmic form [31], [32]. Based on these previous works, we specify the QoE score in terms of video bitrate as follows:

\[ Q_v^k = \ln r_k, \]  

where \( r_k \) is the video bitrate of \( k \)-th video chunk.

F. Problem Formulation

In this work, our objective is to look for the optimal controller that can maximize user QoE. Since the chunk arrival process is stochastic, so we use the expected value of QoE score. Our problem can be formally defined as:

\[
\max_{\psi} \sum_{k=0}^{N-1} \left\{ E(Q^k) \right\},
\]

s.t. (3) (4),

where \( N \) is the total number of video chunks that a user requests.

The QoE maximization problem can be translated into an optimal stochastic closed-loop controller design problem. We use the optimal stochastic control theory [33] to analyze this problem and obtain the following result:

**Lemma 1:** The optimal static mapping function that can optimize the user QoE score does not exist.

The detailed proof is in the Appendix. The result points out the complication of our problem, which means there is no solution for the optimal problem (11) so that we can optimize the QoE score easily. As the optimal static controller does not exist, we choose to design a dynamic controller that can provide a decent QoE performance.

IV. DYNAMIC QOE-AWARE BUFFER-BASED CONTROLLER FOR DASH

In this section, we exploit control theory to design a dynamic QoE-aware buffer-based controller for DASH systems. Intuitively, a proportional controller calculates the difference between the current buffer level and the target buffer level to avoid draining out the buffer. A derivative controller monitoring the change rate of buffer level is used to reduce bitrate switches. An integration controller estimating the cumulative difference between buffer level and target buffer level can maximize the video bitrate such that the requested bitrate oscillates around the long term average bitrate. The above three controllers can work jointly to make the bitrate adjustment decision. Compared with predictive methods, the control-theoretic approach avoids the need of bandwidth prediction. Our controller makes decisions simply based on the buffer states at the client side.

A. Negative Feedback Control Model

A negative feedback model is suitable to describe a stable system. In DASH systems, a natural idea is that the video bitrate has a positive relationship with the buffer level. Therefore, we propose a proportional controller to model the original control system. It means that, if the buffer level is too high (or too low), we need to request chunks with a higher (or lower) video bitrate to ensure the stability of the buffer.

From the controller point of view, there is an essential conflict between smoothing video bitrate and stabilizing buffer level, due to the ineluctable network bandwidth fluctuations. Nevertheless, from the end user point of view, video bitrate fluctuations are much more perceivable than buffer level oscillations [7]. Using a buffer-based approach to maintain a stable buffer level has a positive relationship with maintaining a stable video bitrate. Moreover, by maintaining the buffer level stability, freezing events can also be avoided. In this case, user QoE can be guaranteed. A threshold \( b_f \) is used as the stable buffer level to relieve the buffer level oscillations on video bitrate adaption. When the buffer level deviates from \( b_f \), \( b_f \) is used as the operating point to select appropriate video bitrates to avoid buffer level oscillations.

The original control system uses the boundary value \( b_f \) to select the video bitrates as follows:

\[ r_k = K_{p_1}(b_k - b_f) + C, \]  

where \( K_{p_1} \) and \( C \) are two parameters.

**Theorem 1:** If \( K_{p_1} \) and \( C \) satisfy:

\[
\begin{align*}
0 &< K_{p_1} \leq \frac{c_k}{\tau}, \\
0 &< C \leq c_k,
\end{align*}
\]

for all \( k \), then the buffer will not be depleted, which means that the freezing events will be avoided.

**Proof:** Assume that the conditions (13) hold, then we have

\[
\begin{align*}
\frac{c_k}{\tau}((b_k - b_f)) + c_k &\geq K_{p_1}(b_k - b_f) + C \\
\Rightarrow \frac{c_k}{\tau}((b_k - b_f)) + c_k &\geq r_k \\
\Rightarrow b_k - b_f + \tau - \frac{c_k r_k}{c_k} &\geq 0 \\
\Rightarrow b_k + \tau - \frac{c_k r_k}{c_k} &\geq b_f
\end{align*}
\]

If the buffer is not overflow, then according to (3), we have

\[
b_{k+1} = b_k + \tau - \frac{c_k r_k}{c_k} \geq b_f > 0.
\]

Thus the buffer will not be drained out.

Since it is difficult to obtain the accurate changing rate of the video buffered time, we use the fluid approximation, which evenly distributes the added video time \( \tau \) over the download interval for the whole video chunk [19]. Then we have:

\[
b'(t) = \frac{db(t)}{dt} \approx \frac{b_k - b_{k-1}}{b_k - b_{k-1}} = \frac{c_k}{r_k} - 1.
\]

Thus, the control system model can be described by Eq. (12) and (14).

The block diagram of the control model is shown in Fig. 4, where \( Q_t(\cdot) \) denotes the quantization operation because the available video bitrate is discrete. To facilitate the system analysis and design, we propose to linearize the model described in Fig. 4 around the operating point of \( b_f \) satisfying \( b'(t) = 0. \)
Fig. 5. The transfer function of the linearized control system is:

The following linearized state and output equations are obtained for the feedback system:

\[
\begin{align*}
\delta(r_k) &= K_p \delta(b(t)), \\
\delta(b'(t)) &= -\frac{1}{r_f} \delta(r_k),
\end{align*}
\]

where \(\delta(r_k) = r_k - r_f\), \(\delta(b(t)) = b(t) - b_f\) and \(\delta(b'(t)) = b'(t) - b'_f\). After applying the Laplace transform to the differential equations, we derive the linearized system block as shown in Fig. 5. The transfer function of the linearized control system is:

\[
H_p(s) = \frac{K_{p1}}{r_f s + K_{p1}}.
\]

**Theorem 2:** The linearized control system is stable if \(K_{p1} > 0\).

**Proof:** The pole of the first-order system is \(s_p = -\frac{K_{p1}}{r_f}\). It is clear that \(r_f > 0\), so the pole \(s_p < 0\) is located in the left phase plane. Thus the system is stable.

### B. PID Controller for the Original System

We redesign the PID controller to achieve dynamic control of buffer level. Due to its stable performance in a variety of operating conditions and easy operability, the PID controller is widely used in the industrial control systems and a variety of other applications requiring continuously modulated control. Traditionally, PID controller consists of three parts, including a proportional controller, an integral controller and a derivative controller. PID controller calculates an error value as the difference between a measured process variable and a desired set point. The PID controller algorithm includes three separate parameters: the proportional factor \(K_p\), the integral factor \(K_i\) and the derivative factor \(K_d\). The proportional controller calculates the current error message \(e\) and generates a control signal \(K_p e\). The integral controller accumulates the error message \(\int_0^t e \, dt\) and generates a control signal \(K_i \int_0^t e \, dt\). The derivative controller is used to adjust the control vector based on the variation trend of the process variable: \(\frac{de}{dt}\), and the adjustment will be \(K_d \frac{de}{dt}\).

Compared with P controller (a special case of the PID controller in which the integral and derivative of the errors are not used.), PD controller and PI controller, PID controller performs better since it has all the advantages of the three controllers. A pure P controller would cause oscillations and may not converge. In order to improve performance, we design a novel buffer-based PID controller for the original control system.

The transfer function of a classic PID controller is:

\[
G(s) = K_p + \frac{K_i}{s} + K_d s.
\]

Applying the PID controller to the original control system, we have the transfer function of the new control system as follows:

\[
H(s) = \frac{H_p(s)G(s)}{1 + H_p(s)G(s)} = \frac{K_{p1} K_d s^2 + K_{p1} K_{p2} s + K_{p1} K_i}{(K_{p1} K_d + r_f)s^2 + K_{p1}(K_{p2} + 1)s + K_{p1} K_i}.
\]

The block diagram of the PID control system is shown in Fig. 6.

The PID controller uses the difference between the current buffer level and operating point \(b_f\), the changing rate of the buffer level, and the cumulative difference to compute the adjustment of video bitrate. In the time domain, the adjustment of video bitrate can be obtained in the following way:

\[
\begin{align*}
n_k &= Q(\delta(r_k) + r_f), \\
\delta(r_k) &= K_{p1}K_{p2}(b_k - b_f) + K_{p1}K_{d} \frac{b_k - b_{k-1}}{t_k - t_{k-1}} + K_{p1}K_i \int_0^{t_k} (b(t) - b_f) \, dt.
\end{align*}
\]

Now, we turn to analyze the parameters \(K_{p1}\), \(K_{p2}\), \(K_d\) and \(K_i\) to stabilize the PID control system described in Fig. 6.

**Theorem 3:** The control system described in Fig. 6 is stabilized by the PID controller, if the parameters satisfy the following conditions:

\[
\begin{align*}
(K_{p2} + 1)(K_{p1} K_d + r_f) &> 0, \\
K_i(K_{p1} K_d + r_f) &> 0, \\
K_{p1} &> 0.
\end{align*}
\]

**Proof:** The poles of the second-order control system are the roots of the following quadratic equation:

\[
(K_{p1} K_d + r_f)s^2 + K_{p1}(K_{p2} + 1)s + K_{p1} K_i = 0.
\]

The discriminant is:

\[
\Delta = K_{p1} \left[ K_{p1}(K_{p2} + 1)^2 - 4K_i(K_{p1} K_d + r_f) \right].
\]
Algorithm 1 Buffer-Based PID Controller

1: initialize \( b_0, b_f, r_0, K_{p1}, K_{p2}, K_d, K_i \)
2: let \( i \leftarrow 0, b(0) \leftarrow b_0, r \leftarrow r_0 \)
3: for \( i \leftarrow 1 \) to \( N \) do
4: download \( i-1 \) chunk with bitrate \( r_{i-1} \);
5: update buffer level \( b_i \) according to Eq. (3);
6: compute \( \delta(r_i) \) according to Eq. (20);
7: \( r_i = Q(\delta(r_i) + r_{i-1}) \);
8: end for

If \( \Delta < 0 \), then there are two conjugate complex roots \( s_{1,2} = -K_{p1}(K_{p2}+1) \pm \frac{\sqrt{-4K_{p1}K_{d}r_f}}{2K_{p1}K_{d}r_f} \). Since \( (K_{p2}+1)(K_{p1}K_{d}+r_f) > 0 \) and \( K_{p1} > 0 \), so \( -\frac{K_{p1}K_{d}r_f}{2K_{p1}K_{d}r_f} < 0 \). Thus the roots are located in the left phase plane.

If \( \Delta = 0 \), then there is exactly one root \( s = -K_{p1}(K_{p2}+1) \). Since \( (K_{p2}+1)(K_{p1}K_{d}+r_f) > 0 \) and \( K_{p1} > 0 \), so \( s < 0 \) is located in the left phase plane.

If \( \Delta > 0 \), then there are two distinct real roots \( s_1 \) and \( s_2 \). According to the conditions (22), we have \( s_1 + s_2 = -K_{p1}K_{d}r_f \) and \( s_1s_2 = \frac{K_{p1}K_{d}r_f}{(K_{p1}+1)(K_{p2}+1)} \). Since \( (K_{p1}+1)(K_{p2}+1) > 0 \), so \( s_1 < 0 \) and \( s_2 < 0 \). Thus the roots are also located in the left phase plane.

In summary, the poles of the control system are located in the left phase plane. Thus the system is stable.

C. Design of Dynamic QoE-Aware Buffer-Based Controller

If the buffer level is stable, the selected video bitrate for the next chunk will be \( c_f \). However, as discussed, we cannot have the knowledge of the future bandwidth \( c_k \). Even the estimation of \( c_k \) is unreliable. Nevertheless, the PID controller can adjust the video bitrate based on the current buffer level. Since the deviation between the current buffer level and the stable buffer level is caused by the improper choice of \( r_{k-1} \), we set

\[ r_f = r_{k-1} \tag{23} \]

for all \( k = 1, 2, \ldots, N \), where \( N \) is the number of chunks need to be requested.

The details of buffer-based controller are given in Algorithm 1. To ensure the stability of the buffer level, we should initialize \( K_{p1}, K_{p2}, K_d \) and \( K_i \) according to the conditions (22). We use the total bandwidth capacity to download the \((i-1)\)-th chunk. Then we update the buffer level \( b_i \) and the bitrate adjustment \( \delta(r_i) \) according to Eq. (3) and Eq. (20) respectively.

V. EXPERIMENTAL EVALUATION

In this section, we provide experimental results of different mechanisms on DASH. In order to evaluate the effectiveness of our proposed controller, we developed a discrete-event simulator to simulate the behavior of a video playback buffer of a mobile device under different DASH requesting strategies and network conditions. First of all, we introduce the experiment setup and specify the parameters.

In the simulation environment, video contents are stored in a streaming server and will be delivered to the client through access networks. The access network can be wired or wireless.

As discussed in Section III, the network condition can be modeled as a stochastic process. Considering the prevalence of mobile devices, we adopt a Rayleigh distribution, which is widely used to simulate the wireless conditions, to approximate the stochastic changes of download rates as [34]. Fig. 7 is an example of download rate fluctuation of wireless network.

A. Parameter Setting

1) System Parameter Setting: In the following experiments, there are 10 feasible video bitrates in the set \( R \) (Kbps): \( R = \{235, 375, 560, 750, 1050, 1400, 1750, 2350, 3600, 4500\} \). Each video chunk lasts for 4 seconds and the viewing process lasts for 1500 seconds. The buffer length is set as long as 12.5 video chunks, namely, \( B_{max} = 50 \) seconds. The average available bandwidth is 1050Kbps.

2) Impact of \( b_f \): We first analyze the impact of \( b_f \) on the controller performance. For each different values of \( b_f \), we run 100 simulations under the same system configuration and analyze their total freezing times, average buffer level, average bitrate per chunk and average bitrate switch. In order to facilitate the observation of the impact of \( b_f \), we set \( B_{max} = 100 \). The result are shown in Fig. 8.

From Fig. 8(a), if \( b_f \) is less than 10 seconds, the controller suffers from long freezing time. If \( b_f \) is greater than 10 seconds, the total freezing time is negligible. Fig. 8(b) shows that the average buffer level is nearly the same with \( b_f \). Fig. 8(c) shows that if \( b_f \) is greater than 10 seconds, the average bitrate per chunk is quite stable. The same pattern for average video bitrate switch appears in Fig. 8(d). A small \( b_f \) may cause the system to request a higher video bitrate, thus leading to a higher freezing time and higher average video quality. Generally, a larger \( b_f \) means the larger design space for \( K_{p1} \) and \( K_{p2} \), because the range of the error term \( b_k - b_f \) is larger. Nevertheless, it may also result in the smaller design space for \( K_i \) since the range of the integral part is larger. For the trade-off between the total freezing time and the average buffer level, we choose \( b_f = 20 \) in the following simulations.

B. Performance Evaluation

For performance comparison, we evaluate the following algorithms, including buffer-based method and prediction-based method:

• Prediction method: The method in comparison is proposed by [35]. It uses historical download rates to
predict the future download rate with a smooth factor. The controller will request a video bitrate closest to the predicted result. We use the average download speed of the last 10 chunks for TCP throughput estimation and the dynamic margin is calculated as a function of SI with 0.05 and 0.3. We choose the video bitrate of chunk \( k \) closest to the result.

- **Buffer-based approach:** We adopt the algorithm in [8] as the buffer-based approach. We use a linear mapping function, in which the buffer is divided into ten isometric regions. From the front end to the tail end of the buffer, the client will request video bitrate from the lowest to the highest successively.

- **FESTIVE:** We implement the algorithm described in [6]. Since FESTIVE needs to estimate the network capacity, we use the average throughput of the last 10 chunks as the estimation. We set the trade-off factor \( \alpha = 12 \). And we let \( n \) be the number of video bitrate switches over the last 20 seconds. The video bitrate is chosen to minimize the stability score plus \( \alpha \) times efficiency score. We do not use a randomized scheduler here.

We set \( B_{\text{max}} = 50 \) and run 100 simulations for each algorithm. The detailed results are shown in Fig. 11.

Fig. 11(a) shows the average bitrate switch of each chunk. The average bitrate switch for PID controller is less than 50. The value for the prediction method is slightly higher than the PID controller. The mean value of the data for the buffer-based approach is around 75. The FESTIVE method has the largest average bitrate switch value.

Fig. 11(b) shows the average buffer level. As we have seen in Fig. 8, the PID controller can maintain a steady average buffer level around \( b_f \). The buffer-based method also achieves a steady buffer level. The average buffer level of prediction method ranges from 15 to 35. FESTIVE leads to a highest average buffer level since it selects much lower bitrates than the other methods.

Fig. 11(c) shows the CDF of the average video bitrate. Except for FESTIVE, the other algorithms achieve nearly the same performance in average video bitrate. Fig. 11(d) shows the CDF of total freezing time for different algorithms. We can see that the freezing time of the buffer-based approach and the PID controller is negligible while FESTIVE and prediction method have a mean value of total freezing time around 30 seconds. Thus, we can see that, an inaccurate prediction may ruin the decision of bitrate.

### C. QoE Metrics and Performance

For QoE analysis, we set \( \alpha = 1 \) and \( \beta = 1 \) in Eq. (8). We set \( \eta = 8 \), which means that one second freezing time equals to a degradation of 4500Kbps. We set \( \mu = 5 \), \( \lambda = 1 \). We find the maximum QoE of the four algorithms and normalize their QoE: \( \text{n-QoE} = \frac{\text{QoE}}{\text{QoEmax}} \). The result is shown in Fig. 9.

We can see that the PID controller algorithm outperforms the other algorithms. Note that FESTIVE has a poor performance in the simulations, which is because that: (1) The predicted network capacity is inaccurate. The predicted network capacity and the actual network capacity are shown in Fig. 10. (2) FESTIVE puts a higher weight on stability which leads to a lower average video bitrate. It increases the video bitrate slowly but decreases the video bitrate immediately, which causes the switch of bitrates.

### D. Sensitivity Analysis

In the following part, we study the sensitivity of the approaches to the key factors, such as: (1) QoE preference, (2) buffer size and (3) startup delay. For each factor, we run
100 simulations and compare the normalized QoE. The results are shown in Fig. 12.

1) User QoE Preferences: We compare the performances of the algorithms under different QoE weights: “Balanced” ($\eta = 8$, $\mu = 5$), “Avoid Freezing Events” ($\eta = 16$, $\mu = 5$) and “Avoid Bitrate Switching” ($\eta = 8$, $\mu = 10$). From Fig. 12(a), we can see that, with a higher weight on freezing events, the QoE of all algorithms are degraded. It is because the freezing score is negative and reduces the QoE. FESTIVE suffers even greater degradation since it has more freezing events. If we put more weight on video bitrate switching, the buffer-based method and the FESTIVE method fall faster, since they have higher bitrate switch values.

2) Buffer Size: We set the buffer size with four different values: $B_{\text{max}} = \{30, 40, 50, 60\}$. The result is shown in Fig. 12(b). As we can see, the buffer-based approach will lead to higher QoE as the buffer size increases. It is because with a larger buffer size, the buffer-based approach will be able to absorb more network fluctuations. Other algorithms are almost unaffected.

3) Startup Delay: When the system is initializing, the buffer is empty, which results in the system suffering from startup delay. If the startup delay is long enough, the buffer will be filled with enough video chunks. We compare the performances of the algorithms with different initial buffer states: (1) The buffer is empty, (2) The buffer has 5 seconds video content, (3) The buffer has 10 seconds video content and (4) The buffer has 20 seconds video content. The result is shown in Fig. 12(c). As the initial length of the buffered video content increase from 0 to 5 seconds, the performances of all algorithms increase slightly. But a higher initial buffer state has less impact on the QoE of the algorithms.

Overall, the sensitivity analysis shows the PID controller has a stable performance.

VI. Conclusion

In this paper, we investigated the buffer-based bitrate selection problem for DASH. We formulated the problem as a stochastic optimization problem with an objective to maximize the user QoE. Moreover, we transformed the optimization problem into an optimal stochastic controller design problem. Based on the optimal stochastic control theory, we proved that the optimal static controller cannot be achieved. We then analyzed the structure of the system and proposed a PID controller. We verified the algorithm via extensive simulations. Compared with other strategies, our controller can effectively control the average buffer level, video freezing time and video bitrate switch times. In addition, our controller can achieve a decent QoE level. In the future, we plan to take more QoE metrics into account and implement our algorithm the real systems.

APPENDIX

PROOF OF LEMMA 1

According to Eq. (5), we can express the QoE score of the $k$-th chunk period as:

$$Q_k = -q(b_k, c_k, r_k, r_{k-1}, k).$$  (24)
We define
\[
\hat{F}_0 = \sum_{k=0}^{N-1} \mathbb{E}[-Q^k] = \sum_{k=0}^{N-1} \mathbb{E}[q(b_k, c_k, r_k, r_{k-1}, k)].
\] (25)

Then the optimization problem (11) can be reformulated as:
\[
\min_{\Psi} \hat{F}_0,
\text{ s.t. } (3)(4).
\] (26)

Let's consider the (N-1)-th period first. We define
\[
\hat{F}_{N-1} = \mathbb{E}[q(b_{N-1}, c_{N-1}, r_{N-1}, r_{N-2}, N-1)]
= q^* (\hat{b}_{N-1}, \hat{c}_{N-1}, r_{N-1}, r_{N-2}, N-1),
\] (27)

where \(q^*()\) is the expectation function of \(q().\) \(\hat{b}_{N-1}\) and \(\hat{c}_{N-1}\) are the expectation of \(b_{N-1}\) and \(c_{N-1}\) respectively. Since \(c(t)\) follows the same distribution across different time slots, \(\hat{c}_k\) is a constant.

If the optimal bitrate \(r_{N-1}\) in (N-1)-th period is found, then the minimal value of \(\hat{F}_{N-1}\) will be a function of \(\hat{b}_{N-1}\). Define Bellman function \(S_{N-1}(\hat{b}_{N-1})\) as the minimal value of \(\hat{F}_{N-1}\) as follows:
\[
S_{N-1}(\hat{b}_{N-1}) = \min_{r_{N-1}} \hat{F}_{N-1}(\hat{b}_{N-1}, r_{N-1}, (N-1)).
\] (28)

Note that in (N-1)-th period, \(r_{N-2}\) should be known.

Now consider both (N-1)-th and (N-2)-th period. The cost function of these two periods can be expressed as:
\[
\hat{F}_{N-2} = q^* (\hat{b}_{N-2}, \hat{c}_{N-2}, r_{N-2}, r_{N-3}, N-2)
+ q^* (\hat{b}_{N-1}, \hat{c}_{N-1}, r_{N-1}, r_{N-2}, N-1).
\] (29)

According to Eq. (3), the buffer update function can be expressed as:
\[
b_{k+1} = f(b_k, c_k, r_k, k).
\] (30)

Then we have
\[
b_{N-1} = f(b_{N-2}, c_{N-2}, r_{N-2}, N-2),
\] (31)

and the expectation of \(b_{N-1}\) is:
\[
\hat{b}_{N-1} = f^* (\hat{b}_{N-2}, \hat{c}_{N-2}, r_{N-2}, N-2),
\] (32)

where \(f^*()\) is the expectation function of \(f().\)

Replacing the terms in (29) with (32), we can see that if the optimal bitrate \(r_{N-1}\) and \(r_{N-2}\) can be found, the minimal value of \(\hat{F}_{N-2}\) is determined by \(\hat{b}_{N-2}\). Similar to function \(S_{N-1}\), we can define Bellman function \(S_{N-2}(\hat{b}_{N-2})\) as follows:
\[
S_{N-2}(\hat{b}_{N-2}) = \min_{r_{N-2}\in \mathbb{R}} \hat{F}_{N-2}(\hat{b}_{N-2}, r_{N-2})
= \min_{r_{N-2}\in \mathbb{R}} \{q^* (\hat{b}_{N-2}, \hat{c}_{N-2}, r_{N-2}, r_{N-3}, N-2)
+ S_{N-1}(f^* (\hat{b}_{N-2}, \hat{c}_{N-2}, r_{N-2}, N-2))\}.
\] (33)

If the value of \(\hat{b}_{N-2}\) is known, then we can find the optimal bitrate \(r_{N-2}\). Then the optimal bitrate \(r_{N-1}\) can be found according to (28).

Generally, the Bellman function of two adjacent periods can be represented as follows:
\[
S_k(\hat{b}_k) = \min_{r_k\in \mathbb{R}} \{q^* (\hat{b}_k, \hat{c}_k, r_k, r_{k-1}, k)
+ S_{k+1}(f^* (\hat{b}_k, \hat{c}_k, r_k, k))\}. \tag{34}
\]

If the value of \(\hat{b}_k\) is known beforehand, we can obtain the optimal bitrate \(r_k\).

So, if the optimal mapping function exists, then we can have a linear relationship of \(r_k\) and \(b_k\) like this:
\[
r_k = l_k b_k,
\] (35)

where \(l_k\) is a function of \(k\). But according to (34), \(r_k\) is a function of \(b_k\) and \(q^* (\hat{b}_k, \hat{c}_k, r_k, r_{k-1}, k)\), both of them are nonlinear functions on \(b_k\). That is to say, we cannot obtain a simple linear relationship of \(r_k\) and \(b_k\). Thus, the optimal mapping function does not exist.
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