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Abstract By introducing a mobility anchor point (MAP),

Hierarchical Mobile IPv6 (HMIPv6) reduces the signaling

overhead and handoff latency associated with Mobile IPv6.

In this paper, we propose a mobility-based load control

(MLC) scheme, which mitigates the burden of the MAP in

fully distributed and adaptive manners. The MLC scheme

combines two algorithms: a threshold-based admission

control algorithm and a session-to-mobility ratio (SMR)-

based replacement algorithm. The threshold-based admis-

sion control algorithm gives higher priority to ongoing

mobile nodes (MNs) than new MNs, by blocking new MNs

when the number of MNs being serviced by the MAP is

greater than a predetermined threshold. On the other hand,

the SMR-based replacement algorithm achieves efficient

MAP load distribution by considering MNs’ traffic and

mobility patterns. We analyze the MLC scheme using the

continuous time Markov chain in terms of the new MN

blocking probability, ongoing MN dropping probability,

and binding update cost. Also, the MAP processing latency

is evaluated based on the M/G/1 queueing model. Ana-

lytical and simulation results demonstrate that the MLC

scheme outperforms other schemes and thus it is a viable

solution for scalable HMIPv6 networks.

Keywords Hierarchical Mobile IPv6 �
Mobility-based load control � Mobility anchor point �
Admission control algorithm � Session-to-mobility ratio

1 Introduction

In wireless/mobile networks, users freely change their

points of attachment as they move about. In such envi-

ronments, mobility management is a key technology for

keeping track of the users’ current locations and for

delivering data correctly. In current cellular networks

for voice telephony services, various schemes have been

proposed to provide efficient mobility management [1].

However, next-generation wireless/mobile networks will

be based on the IP technology and hence they will have

different characteristics from the existing cellular net-

works. Therefore, the design of an IP-based mobility

management scheme has become a crucial issue [2].

Mobile IPv6 (MIPv6) [3] is the de facto mobility support

protocol in IPv6 wireless/mobile networks. To reduce high

signaling overhead incurred in Mobile IPv6 networks when

mobile nodes (MNs) perform frequent handoffs, Hierar-

chical Mobile IPv6 (HMIPv6) [4] introduces the concept of

a mobility anchor point (MAP). The MAP handles binding

update (BU) requests pertaining to intra-domain handoffs in

a localized manner. Without the MAP, each BU request for

an intra-domain handoff would have to be handled by the

home agent (HA), which would cause the BU traffic to place

a burden on the entire network.

The preliminary version of this paper was presented at IEEE Global

Telecommunications Conference (GLOBECOM) 2004, Dallas, USA,

November 2004.
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In HMIPv6 networks, as the number of MNs serviced by

a MAP increases, the MAP becomes a single point of

bottleneck. This is because the MAP not only handles

binding updates, but also performs encapsulation/decap-

sulation for every data packet destined for or originated

from the MNs. In other words, when many MNs are ser-

viced by a single MAP, the MAP suffers from traffic

overload, which results in higher processing latency. Fur-

thermore, since HMIPv6-based mobile networks will be

likely to proliferate in the near future, the question of how

to control the traffic load at the MAP will soon become one

of the most crucial issues.

In this paper, we propose a mobility-based load control

(MLC) scheme where the MAP controls its load based on

the current load state and the MN’s characteristics. The

MLC scheme reserves an amount of the MAP capacity for

ongoing MNs with higher priority, which enables ongoing

MNs to be accepted by the MAP preferentially. There-

fore, ongoing MNs can experience significantly reduced

handoff latency. More importantly, the MAP maintains

the session-to-mobility ratio (SMR) for each MN that it is

serving, where the SMR is defined as the ratio of the

session arrival rate to the handoff rate (i.e., intra-domain

handoff). Using the SMR information, a SMR-based

replacement algorithm is employed to distribute the MAP

load more efficiently, when no MAP capacity is permit-

ted. Specifically, an MN with low mobility and high

session activity is replaced by the SMR-based replace-

ment algorithm, and then the replaced MN does not use

the MAP further. Therefore, the replaced MN can elimi-

nate the MAP tunneling overhead, which is more

desirable for the replaced MN because of its high session

activity. By means of this mobility-based traffic control,

the MLC scheme can reduce the amount of binding

update traffic transiting over the entire network.

Our major contributions are summarized as follows: (1)

the MLC scheme is performed at a single MAP in a dis-

tributed manner, and it does not require any overhead for

interaction and synchronization between MAPs; (2) the

MAP load can be distributed adaptively to the MN’s

characteristics by employing the SMR-based replacement

algorithm; (3) we develop analytical models to evaluate the

MN dropping/blocking probability, MAP processing

latency, and binding update cost. Also, simulation results

are given to validate the analytical results.

The remainder of this paper is organized as follows. We

describe the HMIPv6 operations and system model in Sect. 2.

We propose and analyze the MLC scheme in Sects. 3 and 4,

respectively. Numerical results are presented in Sect. 5 and

they are validated by simulations in Sect. 6. Related works

are summarized in Sect. 7 followed by the concluding

remarks in Sect. 8.

2 System description

In HMIPv6 networks, an MN configures two care-of-

addresses (CoAs): a regional care-of-address (RCoA) and

an on-link care-of-address (LCoA). The RCoA is an

address on the MAP’s subnet. An MN is attributed an

RCoA when it receives a Router Advertisement (RA)

message with a MAP option. On the other hand, the LCoA

is an on-link CoA attributed to the MN’s interface based on

the prefix information advertised by an access router (AR).

Figure 1 illustrates the basic operations in HMIPv6

networks. An MN entering a foreign network first config-

ures its LCoA by the IPv6 address auto-configuration

scheme. Also, it receives an RA message containing

information on a nearby MAP and configures an RCoA.

The MN then sends a local BU message to the MAP. This

local BU message includes the MN’s RCoA in the Home

Address Option field and the LCoA is used as the source

address of the BU message, and thus it binds the MN’s

RCoA to its LCoA.

The MAP then performs a duplicate address detection

(DAD) procedure for the MN’s RCoA on its link and

returns a Binding Acknowledgement (BACK) message to

the MN. The BACK message identifies the binding as

being successful or otherwise contains an appropriate fault

code. After registering with the MAP, the MN must reg-

ister its new RCoA with its HA by sending a BU message

that specifies the binding (RCoA, home address (HoA)).

The HoA is recorded in the Home Address Option field,

whereas the RCoA can be found in the Source Address

field. The MN may also send a similar BU message, which

specifies the binding information between the HoA and the

RCoA, to its current correspondent nodes (CNs).

Once the MN has successfully registered with the MAP,

a bi-directional tunnel is established between them. All

packets sent by the MN are tunneled to the MAP. The outer
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Fig. 1 Basic binding update procedure in HMIPv6
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header contains the MN’s LCoA in the Source Address

field and the MAP’s address in the Destination Address

field. The inner header contains the MN’s RCoA in the

Source Address field and the CN’s address in the Desti-

nation Address field. At the same time, all packets

addressed to the MN’s RCoA are intercepted by the MAP

and tunneled to the MN’s LCoA. If the MN changes its

current address within the same MAP domain, it only needs

to register the new address (i.e., LCoA) with the MAP. The

RCoA does not change as long as the MN moves within the

same MAP domain. This makes the MN’s mobility trans-

parent to the CNs.

In this paper, we focus on the load control at the MAP1

and assume that there is only one MAP available to each

MN. The MAP capacity C is represented by the maximum

number of MNs that it can service. First, an MN sends a

local BU message to the MAP. If the BU message is

accepted by the MAP, the MN will receive a successful

BACK message and then send a BU message with its

RCoA to the HA. On the other hand, the MN’s BU message

is rejected by the MAP, the rejected MN registers its LCoA

with the HA and then the packets destined for the MN will

bypass the MAP. Regarding route optimization, if the local

BU message is accepted, the MN’s RCoA is notified to the

CNs. Otherwise, the MN’s LCoA is sent to the CNs.

In HMIPv6 networks, MNs are classified into three

types: new MN, ongoing MN, and refresh MN. A new MN

refers to an MN performing the initial binding update to the

MAP, e.g., when an MN is first turned on. On the other

hand, an MN performing an inter-MAP domain handoff is

considered as an ongoing MN. Another type is a refresh

MN which binding lifetime expires and tries to refresh the

binding information. Since the binding refresh operation

does not increase the current MAP load, only new and

ongoing MNs are considered in the MLC scheme. To

distinguish ongoing MNs from new MNs in BU messages,

we suggest that a new O flag be added to the existing BU

message format (see Fig. 2). If the O flag in the BU mes-

sage is set, the MN is deemed to be an ongoing MN.

Otherwise, the MN is regarded as a new MN.

All packets destined for or originated from MNs go

through the MAP in HMIPv6 networks. Therefore, the

MAP can measure the MN’s SMR as follows. First, the

SMR of a new MN is set to a default value, i.e., 1.0. Since

the SMR can be changed by session arrivals or intra-

domain handoffs, the numbers of session arrivals to the

MN and intra-domain handoffs conducted by the MN are

counted during a fixed time interval. After then, by its

definition, the SMR is calculated by dividing the number of

session arrivals into the number of intra-domain handoffs.

To avoid oscillation of the measured SMR, an exponen-

tially weighted moving average (EWMA) scheme can be

employed. More details can be found in [5].

3 Mobility-based load control scheme

Figure 3 illustrates the overall procedure of the MLC

scheme, which consists of threshold-based admission

control and SMR-based replacement algorithms. Here,

Cused denotes the current number of MNs registered with

the MAP. Detailed operations are given in this section.

3.1 Threshold-based admission control algorithm

When a BU message arrives at a MAP, the MAP triggers

the threshold-based admission control algorithm. First of

all, the MAP needs to determine whether the received BU

message comes from an ongoing MN or a new MN using

the O flag. Let K be a pre-defined threshold. When the

number of MNs serviced by the MAP is less than K, both

new MNs and ongoing MNs are admitted. On the other

hand, to give higher priority to ongoing MNs [6], when the

current MAP load is equal to or greater than K, only

ongoing MNs are accepted. This threshold-based admis-

sion control algorithm reduces the ongoing MN dropping

probability at the cost of increasing the new MN blocking

probability [7, 8].

Sequence number (16 bits)

Lifetime (16 bits)Reserved (16 bits)
Flag 

(5bits) O

Mobility options

Fig. 2 Modified BU format

δ

Fig. 3 Mobility-based load control procedure

1 That is, load balancing among HAs and security issues are beyond

scope of this paper.
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3.2 SMR-based replacement algorithm

When an MN rarely requests handoffs, it is better not to use

the MAP to reduce tunneling overhead at the MAP [9, 10].

On the other hand, for an MN requesting frequent handoffs

and thereby resulting in much BU traffic, it would be better

for the MAP to intercept and localize the BU traffic. This is

the rationale behind the SMR-based replacement algorithm.

This algorithm is triggered when there is an MN whose SMR

is higher than a pre-determined SMR threshold (d) and one

of the below two cases is satisfied. One is the situation in

which a new MN requests a binding update when there is no

available capacity for new MNs (i.e., Cused C K). The other

is the case where an ongoing MN requests a binding update

when there is no remaining capacity for ongoing MNs (i.e.,

Cused = C). By the SMR-based replacement algorithm, an

MN with a higher SMR than d is replaced by the MN that

newly requests a binding update. In this way, an MN that

would have been rejected by the threshold-based admission

control algorithm can be admitted by the MAP after all. In

the SMR-based replacement algorithm, it is important to

determine d correctly, in order to strike a balance between

the dropping/blocking probability and replacement over-

head. The issue of how to determine the SMR threshold

value will be addressed in Sect. 5.5.

It should be noted that the replaced MN is not forced to

be terminated. Figure 4 shows the message flow for the

replaced MN. Once an MN to be replaced has been chosen,

the MAP sends a BACK message to the MN. In this case,

the BACK message contains the status code 130 with the

reason ‘‘Insufficient resources’’ [3]. To guarantee the reli-

able reception of the BACK message by the MN, the

existing BACK message format is modified. This is

because the current HMIPv6 specification does not define

any acknowledgement service for the BACK message

itself. To make this possible, we add an A flag to the BACK

message (see Fig. 5). Therefore, a BACK message with the

set A flag indicates that another acknowledgement message

should be returned upon receipt of the BACK message. Let

us refer to the acknowledgement message of the BACK

message as a BACK-ACK message. After receiving the

BACK message, the replaced MN then sends a BACK-

ACK message to the MAP and BU messages with its LCoA

to the HA/CNs. Then, the packets destined for the MN will

be delivered to the MN bypassing the MAP, which can

increase the HA load and HA binding update latency.

However, since the replaced MN has large session arrivals

and infrequent handoffs (i.e., its SMR is high), it is pref-

erable to reduce the MAP tunneling overhead by choosing

the HA for binding update [9]. Consequently, it can be

concluded that the SMR-based replacement algorithm can

distribute network-wide traffic to the MAPs and HA

depending on the MN’s characteristics.

4 Performance analysis

In this section, we evaluate the performance of the MLC

scheme using continuous time Markov chains (CTMCs), in

terms of the new MN blocking probability, ongoing MN

dropping probability, and binding update cost. In addition,

we derive the MAP processing latency based on the M/G/1

queuing model.

4.1 Assumptions

To develop CTMCs, we make the following assumptions

without loss of generality [11].

A.1 The inter-session arrival time follows an exponential

distribution with rate kS.

A.2 The arrival processes of ongoing and new MNs

follow Poisson distributions with rate kO and kN,

respectively.

A.3 The MAP domain residence times of ongoing and

new MNs follow exponential distributions with mean

1/lO and 1=lN , respectively.2 The traffic loads of

ongoing and new MNs are given by qO ¼ kO=lO and

qN ¼ kN=lN , respectively.

Replaced MN MAP HA CN

(1): BACK (130)

(2): BACK-ACK

(3): BU (LCoA)

(5): BU (LCoA)

(4): BACK

(6): BACK

(7): Data

New CN

(8): Data (Before RO) (8): Data (Before RO)

(9): Data (After RO)

Fig. 4 Message flow of the replaced MN

Lifetime (16 bits)Sequence number (16 bits)

Reserved 
(6 bits)Status (8bits) K A

Mobility options

Fig. 5 Modified BACK format

2 Although the residence times are typically non-exponential in

wireless/mobile networks, the analysis based on the simplified

exponential assumption has been widely used [12–14], and provides

useful mean value information.
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A.4 Let Pd be the probability that the SMR of an MN is

larger than d. If the SMR of each MN is assumed to

be ideally and identically distributed, the probability

that there are no MNs whose SMR is larger than d
among k MNs is as follows:

Pðk; dÞ ¼ k
0

� �
� P0

d � ð1� PdÞk:

4.2 Ongoing MN dropping and new MN

blocking probabilities

4.2.1 No load control (NLC) scheme

For comparison purposes, we consider a case without any

load control scheme, i.e., no load control (NLC) scheme.

Figure 6 indicates the state transition diagram for the NLC

scheme. The two-dimensional CTMC has a state space

S ¼ fði; jÞj0� i; j�C; 0� iþ j�Cg;

where state (i, j) represents that i new MNs and j ongoing

MNs are being serviced by the MAP. Let pði; j; i0; j0Þ be the

transition rate from state (i, j) to state ði0; j0Þ. The transition

rates are given by

pði; j; i� 1; jÞ ¼ilNð0\i�C; 0� j�C � iÞ
pði; j; iþ 1; jÞ ¼kNð0� i\C; 0� j�C � iÞ
pði; j; i; j� 1Þ ¼jlOð0� i�C � j; 0\j�CÞ
pði; j; i; jþ 1Þ ¼kOð0� i�C � j; 0� j\CÞ:

ð1Þ

Then, the steady state probability p(i, j) is given by [8]

pði; jÞ ¼ qi
N

i!
� q

j
O

j!
� pð0; 0Þ; 0� i; j�C; iþ j�C; ð2Þ

where p(0, 0) is obtained from the normalization condition,PC
i¼0

PC�i
j¼0 pði; jÞ ¼ 1; and it is given by

pð0; 0Þ ¼
XC

i¼0

qi
N

i!

XC�i

j¼0

qj
O

j!

" #�1

: ð3Þ

From the CTMC for the NLC scheme, the new MN

blocking probability (PNB) and ongoing MN dropping

probability (POD) are given by

PNB ¼ POD ¼
XC

i¼0

pði;C � iÞ ¼
PC

i¼0

qi
N

i!

qC�i
O

ðC�iÞ!PC
i¼0

qi
N

i!

PC�i
j¼0

qj
O

j!

: ð4Þ

4.2.2 Threshold-based load control (TLC) scheme

Hereafter, the threshold-based load control (TLC) scheme

refers to a load control scheme utilizing only the threshold-

based admission control algorithm. In other words, the

TLC scheme does not employ any replacement algorithms.

The two-dimensional CTMC for the TLC scheme is shown

in Fig. 7, where K denotes the threshold value in the

threshold-based admission control algorithm. Then, the

transition rates are given by

pði; j; i� 1; jÞ ¼ilNð0\i�K; 0� iþ j�CÞ
pði; j; iþ 1; jÞ ¼kNð0� i\K; 0� iþ j\KÞ
pði; j; i; j� 1Þ ¼jlOð0� i�K; 0\iþ j�CÞ
pði; j; i; jþ 1Þ ¼kOð0� i�K; 0� iþ j\CÞ:

ð5Þ

Then, the steady state probability p(i, j) can be obtained

by an iterative algorithm [15] (see Appendix 1).

In the TLC scheme, a new MN is blocked when the

current MAP load is equal to or greater than K. Therefore,

the new MN blocking probability is given by

PNB ¼
XK

i¼0

XC�i

j¼K�i

pði; jÞ: ð6Þ

On the other hand, an ongoing MN is dropped when the

current MAP load is the same as the MAP capacity, so that

its dropping probability is

POD ¼
XK

i¼0

pði;C � iÞ: ð7Þ

4.2.3 Mobility-based load control (MLC) scheme

As mentioned before, the MLC scheme consists of the

threshold-based admission control algorithm and SMR-

based replacement algorithm. The replacement algorithm is

performed only when there is no remaining MAP capacity

for newly incoming MNs and there is at least one MN

whose SMR is greater than d. Although an ongoing or new

MN can be accepted by the replacement algorithm, the

total number of MNs at the MAP remains unchanged.Fig. 6 Two-dimensional CTMC for the NLC scheme
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Therefore, the transition diagram of the MLC scheme is the

same as that of the TLC scheme shown in Fig. 7. Then, the

new MN blocking probability is computed as

PNB ¼
XK

i¼0

XC�i

j¼K�i

Pðiþ j; dÞ � pði; jÞ; ð8Þ

where P(i ? j, d) represents the case that there is no MN

whose SMR is larger than d among (i ? j) MNs. Similarly,

the ongoing MN dropping probability is given by

POD ¼
XK

i¼0

PðC; dÞ � pði;C � iÞ: ð9Þ

4.3 Binding update cost

For the binding update cost, we consider binding update

traffic incurred by new and ongoing MNs residing in a

MAP domain during a session. Let CH and CM be the unit

binding update cost to the HA and the MAP, respectively.

Also, let lC be the average subnet crossing rate and then

the average subnet crossing rate per session is given by lC/

kS [16]. For a new or ongoing MN, if the MN is blocked (or

dropped), it performs a binding update to its HA for every

subnet crossing; otherwise, the MN sends a binding update

message to the MAP for every subnet crossing. Therefore,

the binding update costs for a new MN (CB
N) and ongoing

MN (CB
O) in the TLC scheme are described by

CN
B ¼ PNB �

lC

kS
� CH þ CM

� �
þ ð1� PNBÞ

� lC

kS
� CM þ CM

� �
ð10Þ

and

CO
B ¼ POD �

lC

kS
� CH þ CM

� �
þ ð1� PODÞ

� lC

kS
� CM þ CM

� �
; ð11Þ

where at least one MAP binding update cost is always

counted due to the initial MAP binding update.

For the MLC scheme, the binding update costs are given

by

CN
B ¼ PNB �

lC

kS
� CH þ CM

� �

þ
XK�1

i¼0

XK�i�1

j¼0

pði; jÞ � lC

kS
� CM þ CM

� �

þ
XK

i¼0

XC�i

j¼K�i

pði; jÞð1� Pðiþ j; dÞÞ

� lC

kS
� CM þ 2 � CM þ CH þ CR

� �
ð12Þ

and

CO
D ¼ POD �

lC

kS
� CH þ CM

� �

þ
XK

i¼0

XC�i�1

j¼0

pði; jÞ � lC

kS
� CM þ CM

� �

þ
XK

i¼0

pði; C � iÞð1� PðC; dÞÞ

� lC

kS
� CM þ 2 � CM þ CH þ CR

� �
: ð13Þ

In the above equations, the first term refers to the

binding update cost incurred when the MN is blocked (or

dropped). The second term represents the binding update

cost when the MN is accepted without any replacement,

whereas the third term indicates the binding update cost

when the MN is accepted by the SMR-based replacement

algorithm. In the third case, the MAP and HA binding

update costs to replace an MN should be taken into

account. At the same time, the additional binding update

cost incurred by the replaced MN, CR, should be

considered. Let lC
R and kS

R be the subnet crossing rate and

the session arrival rate of the replaced MN, respectively.

Then, CR can be calculated by

CR ¼
lR

C

kR
S

� CH �
lR

C

kR
S

� CM:

Fig. 7 Two-dimensional

CTMC for the TLC scheme
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Consequently, the total average binding update cost is

the weighted sum of the binding update costs for the new

and ongoing MNs, i.e.,

CB ¼ x � CN
B þ ð1� xÞ � CO

B ;

where x is the ratio of new MNs to total MNs.

4.4 MAP processing latency

The MAP processing latency represents the interval from

the time that a packet arrives at the MAP to the time that it

departs again. To calculate the MAP processing latency,

the question of how many MNs are serviced by the MAP

should be considered. Let kP be the average packet gen-

eration rate of an MN. Then, the average packet arrival rate

at the MAP, k, is given by

k ¼ kp

X
i

X
j

ðiþ jÞ � pði; jÞ: ð14Þ

The MAP processing latency is the sum of the average

service time and the queue waiting latency, which are derived

by the well-known P-K formula in the M/G/1 queuing model

[17], Therefore, the MAP processing latency is given by

L ¼ X þ k � X2

2ð1� qpÞ
¼ X þ k � X2

2ð1� k � XÞ

¼ X þ k � rX
2 þ X

2

2ð1� k � XÞ
; ð15Þ

where X and X2 are the first moment and the second

moment of the service time, respectively. rX
2 is the variance

of the service time.

5 Numerical results

For the numerical analysis, C is assumed to be 50. As for

the threshold value K, the values 40 and 45 are evaluated.

Also, d is set to 1,000, which represents that a replaced MN

has more than 1,000 session arrivals while it performs a

subnet crossing. The mean arrival rates, kN and kO, of the

new and ongoing MNs are both set to 1/20 (1/s). To vary

the traffic load, the mean service time (i.e., MAP domain

residence time 1=lN or 1=lO) is increased from 20 s to

1,180 s, which corresponds to an increase in the offered

load, qN or qO, from 1 to 59. Let tS and tC be the random

variables for inter-session arrival time and subnet residence

time, which follow exponential distributions with mean

1=kS and 1=lC, respectively. Then, Pd and P(k, d) are

respectively calculated as

Pd ¼ PrðtC [ d � tSÞ ¼
Z1

0

e�dlCs � kSe�kSsds ¼ kS

kS þ dlC

and

Pðk; dÞ ¼ dlC

kS þ dlC

� �k

:

5.1 New MN blocking probability

Figure 8 shows the new MN blocking probability as the

new and ongoing MN loads increase. In Fig. 8(a), the new

MN load increases from 1 to 59, whereas the ongoing MN

load is fixed at 30. On the other hand, only the ongoing MN

load is varied from 1 to 59 in Fig. 8(b). As shown in

Fig. 8(a), the new MN blocking probability of the TLC

scheme is higher than that of the NLC scheme since the

TLC scheme reserves a part of the capacity for ongoing

MNs. In addition, it can be seen that the blocking proba-

bility increases as the threshold value decreases. This is

because more capacity is exclusively used for ongoing

MNs when the threshold value is small. However, the

difference in blocking probabilities of the NLC and TLC

schemes does not change significantly even though the new
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MN load (or ongoing MN load) increases. On the other

hand, it can be found that the MLC scheme has a signifi-

cantly lower new MN blocking probability than the NLC

and TLC schemes. This is because the MLC scheme can

accept more MNs, even though there is no MAP capacity

available by adopting the SMR-based replacement

algorithm.

5.2 Ongoing MN dropping probability

Figure 9 indicates the variations of the ongoing MN

dropping probability as the new MN and ongoing MN

loads increase. Since both the TLC and MLC schemes

reserve an amount of MAP capacity for ongoing MNs, the

ongoing MN dropping probabilities for both schemes are

quite low, regardless of the new MN load (see Fig. 9(a)).

However, as shown in Fig. 9(b), when the ongoing MN

load exceeds a certain point, the ongoing MN dropping

probability in the TLC scheme increases exponentially

whereas the MLC scheme does not affected by the

increased ongoing MN load. This is because the MLC

scheme can reduce the ongoing MN dropping probability

in conjunction with the SMR-based replacement algorithm,

even in the case where the ongoing MN load is high.

5.3 Binding update cost

To plot the binding update cost, lC and kS are set to 0.1 and

0.01, respectively. Since d is set to 1,000, lR
C and kR

S are

assumed to be 0.01 and 100, respectively. The ratio of the

number of new MNs to the total number of MNs, x, can be

approximated as

x � qN

qN þ qO

:

The binding update cost is dependent on both the new

MN blocking and the ongoing MN dropping probabilities.

If an MN is blocked or dropped by the admission control

algorithm, the MN performs binding updates to its HA.

Therefore, the blocking (or dropping) of an MN results in a

higher binding update cost. Figure 10 shows the relative

binding update costs of the TLC and MLC schemes to that

of the NLC scheme. As mentioned before, the TLC scheme

has a higher new MN blocking probability than the NLC

scheme, because it proactively limits the number of MNs

based on the threshold value. Therefore, the relative

binding update cost of the TLC scheme is larger than

1.0. That is, the TLC scheme results in higher binding

update traffic than the NLC scheme. However, as the MN

load increases, the binding update cost of the TLC scheme

approaches that of the NLC scheme. For the MLC scheme,

since the MLC scheme has lower new MN blocking and

ongoing MN dropping probabilities, its relative binding

update cost to the NLC scheme is lower than 1.0 over wide

range of new MN loads.

The effect of CH=CM on the binding update cost is also

demonstrated in Fig. 10. When CH=CM is equal to 1, the

relative binding update cost of the MLC scheme is slightly

larger than 1.0. This is because the MLC scheme results in

additional binding update traffic due to the SMR-based

replacement algorithm. However, since the distance from

the MN to the HA is typically much longer than the dis-

tance from the MN to the MAP, CH is much higher than

CM. As indicated in Fig. 10, if CH=CM is larger than 1, the

MLC scheme’s relative binding update cost is smaller than

1.0. Furthermore, as the MN load increases, the gain of the

MLC scheme becomes apparent.

On the other hand, the relative binding update cost is

plotted as a function of the ongoing MN load in Fig. 11.

Similar trends to Fig. 10 can be observed in Fig. 11.

Namely, if CH=CM is equal to 1, the gain of the MLC

scheme in the reduction of the binding update traffic is not

significant. However, if CH=CM is greater than 1, the MLC

scheme can reduce the binding update traffic compared
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with the NLC and TLC schemes. Especially, the binding

update cost gain becomes more apparent as the ongoing

MN load increases. The TLC scheme shows a higher

binding update cost, because of its higher new MN

blocking probability. However, since the proportion of new

MNs decreases as the ongoing MN load increases, the TLC

scheme shows almost the same binding update cost as the

NLC scheme when the ongoing MN load is high.

5.4 MAP processing latency

Figure 12 shows the MAP processing latency as a function

of the packet arrival rate from an MN. The average service

time X and variance rX
2 of the service time are assumed to

be 0.5 ms and 0.01 ms, respectively [18]. As there is no

admission control in the NLC scheme, the average number

of MNs serviced at the MAP is greater than that in either

the TLC scheme or the MLC scheme. Therefore, more

packets are concentrated to the MAP in the NLC scheme,

which results in longer packet processing latency. In

addition, the increasing rate of the MAP processing latency

in the NLC scheme is higher than those in both the TLC

and MLC schemes.

5.5 Effect of SMR threshold

The effectiveness of the SMR-based replacement algorithm

is highly dependent on the SMR threshold value. There-

fore, we investigate the effect of the SMR threshold value

on the blocking and dropping probabilities, and introduce

an algorithm to determine the optimal SMR threshold value

d*.

The new MN blocking and ongoing MN dropping

probabilities for different SMR threshold values are illus-

trated in Fig. 13. The new and ongoing MN loads are both

set to 30. As shown in Fig. 13, the ratio h of the SMR

threshold value to the average SMR is used as the

x-coordinate. From Fig. 13(a), it can be seen that the new

MN blocking probability is negligible when h is less than

10. However, the blocking probability drastically increases

when h exceeds 10. A similar trend can be found in

Fig. 13(b). Consequently, the new MN blocking and
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ongoing MN dropping probabilities can be represented as

functions of h.

From these results, we can devise an algorithm to find a

suitable SMR threshold given the upper bounds for the new

MN blocking probability and ongoing MN dropping prob-

ability. Algorithm 1 shows the proposed algorithm. Let TNB

and TOD be the given upper bounds for the new MN blocking

probability and ongoing MN dropping probability, respec-

tively. a is a coefficient used to determine d*, based on the

average SMR. In Algorithm 1, a number of threshold values

are evaluated and these values are successively augmented

by g, which is a step size. Once these repeated calculations

have been done, this algorithm determines the largest d
meeting the upper blocking and dropping probabilities as d*.

This is because a smaller d results in more frequent

replacements even though it gives lower PNB and POD. Note

that the new MN blocking probability and ongoing MN

dropping probability can be changed as MNs arrive or

handoffs occur. Therefore, Algorithm 1 can be performed

periodically to obtain the optimal performance.

Algorithm 1 Determination of SMR threshold value

1: calculate the average SMR (SMRA);

2: determine the average new MN and ongoing MN

loads;

3: a 1;
4: g 1;
5: d a� SMRA;
6: calculate the new MN blocking probability (PNB) and

the ongoing MN dropping probability (POD);

7: while do
8: if PNB \ TNB and POD \ TOD then
9: a aþ g;

10: d a� SMRA;

11: calculate PNB and POD;

12: else if PNB [ TNB or POD [ TOD then

13: break;

14: end if

15: end while

16: d�  ða� gÞ � SMRA;

6 Simulation validation

To validate the analytical results, we have developed an

event-driven simulator using C programming language and

carried out comprehensive simulations. To obtain more

accurate results, the simulation is conducted for 100,000 s

and repeated 20 times. The simulation topology consists of

7 MAPs (six neighbor MAPs for each MAP) and the wrap

around model is used to eliminate boundary effects [19]. In

our simulations, new MNs are generated by a Poisson
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process with rate kM. For the mobility model, we use the

random-walk mobility model, where the routing probabil-

ity for each neighbor MAP is identical. Since we assume a

hexagonal MAP configuration, the routing probability is

1/6. After deciding the direction of movement, the MN

stays in a given MAP domain during tR, which is the MAP

domain residence time following a Gamma distribution and

its probability density function (pdf) is

fRðtÞ ¼
bktk�1

CðkÞ e�bt; ð16Þ

where b is equal to kkm and C(k) is the Gamma function

defined as
R1

0
tk�1e�tdt. The mean and variance of the

Gamma distribution are 1=km and 1=kk2
m, respectively.

On the other hand, the MN’s session arrival process fol-

lows a Poisson distribution with rate kS and the session

length (in numbers of packets) follows a Pareto distribution

with shape parameter a and scaling parameter k. The mean

session length is ak=ða� 1Þ. The pdfs of the session arrival

process and session length process are respectively given by

fAðkÞ ¼
e�kS � kk

S

k!
ð17Þ

and

fDðtÞ ¼
a

k

k

t

� �aþ1

: ð18Þ

Tables 1 and 2 summarize the simulation and analytical

results (including minimum, average, and maximum

values) on the new MN dropping and ongoing MN

dropping probabilities, respectively. As shown in these

tables, the analytical results are consistent with those

obtained from the simulations. Specifically, the differences

between the analytical and simulation results are less than

3–5% for most new MN loads.

7 Related works

Load control (or overflow control) at the mobility agent

(e.g., visitor location register (VLR) and home location

register (HLR)) has been extensively investigated in cel-

lular networks [20–23]. For the purpose of load control,

when the capacity of a mobility agent is full, an existing

entry in the overloaded mobility agent is replaced with a

new entry (i.e., a newly incoming mobile user). How to

decide the entry to be replaced is the key issue for the load

control in cellular networks. However, unlike VLR and

HLR, since the MAP is in charge of data tunneling as well

as mobility management, data traffic pattern should be

considered for the load control at the MAP.

Several load control schemes have been reported for

IP-based mobile systems, but they focused on the issue of

load distribution among multiple HAs [24–27]. However,

most mobility-related signaling and data traffic is pro-

cessed at the MAP rather than the HA in HMIPv6

networks. Accordingly, the load control at the MAP is a

more important issue than that at the HA.

In [28], a threshold-based MAP load control scheme was

proposed. In this scheme, if a MAP receives a BU message

and the number of MNs serviced by the MAP exceeds a pre-

defined threshold, the MAP forwards the BU message to the

Table 1 New MN blocking probability: analytical results (A) versus simulation results (S)

New MN load NLC TLC (45) MLC (45)

A S (min) S (avg) S (max) A S (min) S (avg) S (max) A S (min) S (avg) S (max)

10 0.0187 0.0188 0.0194 0.0199 0.1292 0.1295 0.1301 0.1306 0.0087 0.0080 0.0085 0.0091

20 0.1048 0.1047 0.1053 0.1058 0.3488 0.3567 0.3572 0.3576 0.0236 0.0240 0.0244 0.0250

30 0.2161 0.2198 0.2204 0.2210 0.5089 0.5122 0.5127 0.5134 0.0344 0.0347 0.0352 0.0355

40 0.3138 0.3086 0.3092 0.3099 0.6117 0.6235 0.6240 0.6244 0.0413 0.0417 0.0423 0.0427

50 0.3931 0.3944 0.3949 0.3955 0.6805 0.6880 0.6884 0.6889 0.0460 0.0465 0.0472 0.0478

Table 2 Ongoing MN dropping probability: analytical results (A) versus simulation results (S)

New MN load NLC TLC (45) MLC (45)

A S (min) S (avg) S (max) A S (min) S (avg) S (max) A S (min) S (avg) S (max)

10 0.0187 0.0188 0.0194 0.0199 0.0048 0.0041 0.0049 0.0055 0.0003 0.0001 0.0002 0.0004

20 0.1048 0.1045 0.1053 0.1057 0.0090 0.0084 0.0093 0.0098 0.0007 0.0002 0.0007 0.0012

30 0.2161 0.2199 0.2204 0.2211 0.0188 0.0185 0.0192 0.0195 0.0010 0.0007 0.0010 0.0014

40 0.3138 0.3084 0.3092 0.3099 0.0226 0.0226 0.0231 0.0236 0.0012 0.0010 0.0013 0.0015

50 0.3931 0.3942 0.3949 0.3955 0.0252 0.0253 0.0258 0.0262 0.0014 0.0011 0.0014 0.0019
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next candidate MAP. In [7], the MAP limits the number of

new MNs in order to give high priority to ongoing MNs by

adopting admission control algorithms. In [29], the MAP

load distribution is achieved by using a dynamic MAP

selection scheme. On the other hand, multi-level HMIPv6

has been introduced to mitigate the load at the MAP [30].

The existing load control schemes have the two repre-

sentative limitations. First, the coordination between MAPs

is not practical in a small foreign network where multiple

MAPs cannot be deployed due to high cost. Moreover, the

coordination between MAPs requires additional signaling

overhead. Second, the existing schemes do not take into

account MNs’ characteristics, e.g., the handoff frequency

and traffic pattern. Therefore, even though the load control

schemes can reduce the MAP load, they may degrade the

performance of individual MNs.

8 Conclusion

In this paper, we have proposed a MLC scheme, which

consists of the threshold-based admission control algorithm

and the SMR-based replacement algorithm. By combining

these two algorithms, the MLC scheme significantly

reduces the new MN blocking and ongoing MN dropping

probabilities, compared with the TLC and NLC schemes.

In addition, when the MLC scheme is used, the reduced

MAP processing latency and binding update cost can be

obtained. Unlike the existing load control schemes, the

MLC scheme does not require any interaction among

MAPs, which makes the MLC scheme to be implemented

with minimal overhead. Moreover, the MLC scheme con-

trols the MAP load adaptively to MNs’ characteristics, i.e.,

session and mobility rates. Hence, overall network load can

be distributed more efficiently. Supporting scalable mobile

Internet service is one of the most crucial issues in future

wireless/mobile networks. Therefore, in our future works,

we will investigate how to implement and deploy the MLC

scheme on a global-scale testbed.
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Appendix 1

Derivation of p(i, j) in the TLC/MLC schemes

As shown in Fig. 7, the Markov chain for the TLC scheme

(and the MLC scheme) has a state space,

S ¼ fði; jÞj0� i�K; 0� iþ j�Cg, and the following

balance equations are established:

(1) i = 0 and j = 0:

ðkO þ kNÞ � pð0; 0Þ ¼ lN � pð1; 0Þ þ lO � pð0; 1Þ;

(2) i = 0 and 0 \ j \ K:

ðkO þ kN þ jlOÞ � pð0; jÞ ¼ kO � pð0; j� 1Þ þ lN � pð1; jÞ
þ ðjþ 1ÞlO � pð0; jþ 1Þ;

(3) i = 0 and KBj \ C:

ðkO þ jlOÞ � pð0; jÞ ¼ kO � pð0; j� 1Þ þ lN � pð1; jÞ þ ðj
þ 1ÞlO � pð0; jþ 1Þ;

(4) i = 0 and j = C:

ClO � pð0;CÞ ¼ kO � pð0;C � 1Þ;

(5) 0 \ i \ K and j = 0:

ðkO þ kN þ ilNÞ � pði; 0Þ ¼ kN � pði� 1; 0Þ þ ðiþ 1ÞlN

� pðiþ 1; 0Þ þ lO � pði; 1Þ;

(6) 0 \ i \ K and 0 \ j \ K-i:

ðkO þ kN þ ilN þ jlOÞ � pði; jÞ
¼ kN � pði� 1; jÞ þ kO � pði; j� 1Þ
þ ðiþ 1ÞlN � pðiþ 1; jÞ þ ðjþ 1ÞlO � pði; jþ 1Þ;

(7) 0 \ i \ K and j = K-i:

ðkO þ ilN þ jlOÞ � pði; jÞ
¼ kN � pði� 1; jÞ þ kO � pði; j� 1Þ
þ ðiþ 1ÞlN � pðiþ 1; jÞ þ ðjþ 1ÞlO � pði; jþ 1Þ;

(8) 0 \ i \ K and K-i \ j \ C-i:

ðkO þ ilN þ jlOÞ � pði; jÞ
¼ kO � pði; j� 1Þ þ ðiþ 1ÞlN � pðiþ 1; jÞ
þ ðjþ 1ÞlO � pði; jþ 1Þ;

(9) 0 \ i \ K and j = C-i:

ðilN þ jlOÞ � pði; jÞ ¼ kO � pði; j� 1Þ;

(10) i = K and j = 0:

ðkO þ KlNÞ � pðK; 0Þ ¼ kN � pðK � 1; 0Þ þ lO � pðK; 1Þ;

(11) i = K and 0 \ j \ C-K:

ðkO þ KlN þ jlOÞ � pðK; jÞ ¼ kO � pðK; j� 1Þ þ ðjþ 1ÞlO

� pðK; jþ 1Þ;

(12) i = K and j = C-K:

ðKlN þ ðC � KÞlOÞ � pðK;C � KÞ
¼ kO � pðK;C � K � 1Þ:

Each balance equation can be represented as a form

of pði; jÞ ¼ Apði� 1; jÞ þ Bpðiþ 1; jÞ þ Cpði; j� 1Þþ
Dpði; jþ 1Þ, where A, B, C, and D are constants. Then,

the steady state probability can be computed using an
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iterative algorithm and the normalization condition,PK
i¼0

PC�i
j¼0 pði; jÞ ¼ 1. In the iterative algorithm, e is a

sufficiently small value and |S| represents the cardinality of S.

Iterative algorithm

Step 1: t is set to 0.

Step 2: For all (i, j) [S, pt(i, j) is initialized as 1/|S|.

Step 3: For all (i, j) [ S, ptþ1ði; jÞ  ptði; jÞ.
Step 4: For all ði; jÞ 2 S, compute pt?1(i,j) by balance

equations, ptþ1ði; jÞ ¼ Aptði� 1; jÞ þ Bptðiþ 1; jÞþ
Cptði; j� 1Þ þ Dptði; jþ 1Þ.
Step 5: For all (i, j) [ S, if |pt?1(i, j)-pt(i, j)| \ e, the

iteration is terminated. Otherwise, t t þ 1 and go to

Step 3.
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