
Fast Update of Forwarding Tables in Internet Router
Using AS Numbers �

Heonsoo Lee, Seokjae Ha, and Yanghee Choi
School of Computer Science and Engineering

Seoul National University
San 56-1, Shilim-dong, Kwanak-ku, Seoul, Korea

fgrace, sjha, yhchoig@mmlab.snu.ac.kr

Abstract

The updates of router forwarding tables can be made
faster using the Autonomous System number corresponding
to a prefix as an intermediate number between the prefix
and the next-hop address. At the cost of fast update, one
table lookup introduces small additional delay, which can
be eliminated by pipelining. This scheme is applicable to
several routing table lookup algorithms for fast update.

1. Introduction

The IP address lookup is a process finding a next-hop
address from a destination IP address. This process is so
important function of routers that it must be fast, and im-
plemented with a reasonable cost. Before CIDR(Classless
Inter-Domain Routing) [2], the lookup could be done easily
with comparisons of fixed length prefixes. The shortage of
32bit IPv4 addresses, especially the shortage of class-B ad-
dresses, stems from the fact that there is no proper address
class for medium-sized organizations. A class-C address,
which can accommodate up to 254 hosts, is too small, and a
class-B address, which can support up to 65534, is too big
for them. The growing size of the routing tables in the Inter-
net routers was also a problem [2]. With the introducing of
CIDR in 1993, new network addresses are allocated, and the
increasing rate of routing table size is slowed down. How-
ever it also introduced the Longest Prefix Matching(LPM)
problem in the routing lookups. Here, ’prefix’ means a set
of networks. A prefix is of variable length, and the longer a
prefix is, the more specific routing information it has. LPM
compares a destination IP address and each prefix in the
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forwarding table and produces a set of matching prefixes.
Among them, the longest prefix, which has the most spe-
cific routing information, is selected. Because this direct
method is inefficient, many faster schemes have been sug-
gested [1, 4, 5, 6, 11, 12, 13, 14]. Most uses more memory
to reduce the time.

Routers can be classified into three categories [3].
Routers in access networks allow homes and small busi-
nesses to connect to an ISP(Internet Service Provider).
Routers in enterprise network link computers within a cam-
pus or enterprise. Routers in the backbone link together
ISPs and enterprise networks with long distance trunks. It
is the backbone routers that have difficulties in LPM, be-
cause of the huge routing table size. This paper is focused
on backbone routers.

Many schemes concentrate on fast lookup time at the
cost of slow update. Because of frequent routing table up-
date of the Internet, however, it is important to invent up-
date method applicable to many schemes for fast update.
We propose such a method that does not increase memory
or time complexity of lookup. As an instance, we show that
this method improves [1].

This paper is organized as follows. Section 2 de-
scribes previous works, and section 3 presents our proposed
scheme. Section 4 discusses impact of routing instability to
forwarding table update schemes.

2. Previous work

The major performance bottleneck in backbone IP
routers is the time taken to lookup a route in the forwarding
table [3]. Because memory access is much slower than code
execution, the lookup time depends primarily on the mem-
ory access time. In other words, the speed of a route lookup
algorithm is determined by the number of memory accesses
to find the matching route entry, and by the memory speed.
By the memory size used, lookup schemes can be classified



into two categories.
The first category uses high-speed memory to reduce

time. Generally, memory size is reduced by compressing
the forwarding table into a small high-speed memory at the
cost of increased number of memory accesses. Because
the meaningful prefixes exist very sparsely in the prefix
space of 232, efficient forwarding table compaction can be
achieved. As memory prices drop, however, this may be the
wrong design decision [3].

Lampson et al. [4] suggested binary search on the sorted
IP address pairs, where a pair corresponds to maximum and
minimum value of IP addresses for a prefix. Very small
memory is used, but sorting makes the update difficult. And
the binary search takes too long in case of large table. So
this is applicable only to medium-sized enterprise routers.

Waldvogel et al. [5] suggested prefix grouping accord-
ing to length. From the longest prefix group, it tries to
find the matching prefix. In a group, the wanted one can
be found in a memory access by perfect hashing. Binary
search, instead of linear one, can find the longest prefix in
log L times among L groups. This scheme is scalable for
address lengths, and is applicable to IPv6. Because of per-
fect hashing, however, the entire forwarding table must be
regenerated at every update. And the lookup time is not
fixed, and it exhibits long worst case time.

Degermark et al. [6] suggested a very efficient index-
ing scheme. It assumes a complete binary tree containing
prefixes. And the tree is cut into three levels at heights 16,
24 and 32. At the first level, a bit vector of 216 bits rep-
resents 216 nodes, and a node with a set bit at the bit vec-
tor has a pointer to a next-hop address or a next-level trie.
The second category aims to reduce the number of memory
accesses. The extreme method uses a table of 232(4G) en-
tries of IP address, and the corresponding next-hop address.
Then, lookup can be done in one memory access. However,
4GB memory (assuming next-hop is denoted in 8bit) is still
expensive and it has difficulties in initializing and updating.
However, required memory size can be significantly shrunk
if the table is divided into several smaller ones.

Gupta et al. [1] suggested two tables, one is for pre-
fixes shorter than or equal to 24bit, and the other for pre-
fixes longer than 24bit. As observed in the present Internet
prefixes shorter than or equal to 24bit amounts to 99.93%.
The big table (TBL24) is for short prefixes (224entires),
and the small table (TBLlong) for a few long prefixes.
The TBL24 has next-hop addresses for normal prefixes,
but has pointers into the TBLlong in case of long pre-
fixes. In practice, the required memory can be reduced
to 33MB(TBL24(32MB)+TBLlong(1MB)). Separating the
two tables into independent memory banks enables pipelin-
ing (Fig. 1). Therefore, one lookup can be done in one
memory access time.

The major drawback of this scheme is that many table
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Figure 1. Pipeline architecture. The next hop
is directly obtained.

entries need to be changed to update a prefix. Each prefix
must be expanded to 24bit regardless of its original length,
so an 8bit prefix, for example, is mapped to 65536 entries.
Therefore, to change the next-hop address of the 8bit prefix,
as many as 65536 entries must be changed. Generally, for a
prefix of length k, the update time complexity is O(224�k).
The solutions suggested by [1] do not reduce the overall
burden of updates, but only move the burden from proces-
sor to a specially designed hardware. As before, lookup
cannot proceed during updates, and each update needs burst
memory accesses.

Recently, many newly-suggested lookup schemes adopt
advantages of both categories. The first 16bits of IP address
are used as in the first category and the remnant bits are used
as in the second category.

3. The proposed scheme

3.1. Update

The aim of this scheme is to reduce the update overhead
of forwarding table. For that purpose, a stage of indirection
is introduced between prefixes and next-hop addresses. In
spite of frequent changes of next-hop addresses, the change
should be restricted between intermediate number and next-
hop addresses, and the change itself should be easy. The
intermediate number should have following features.

� The intermediate number itself should not change fre-
quently in order to retain the relation between prefixes
and next-hop addresses.

� Every prefix should have only one intermediate num-
ber.

� It should be short.

� It should be easily obtained in backbone routers. It
would be unreasonable to prepare additional protocols
only to get the intermediate number.



We decided to use Autonomous System (AS) number for
the destination IP address as the intermediate number. The
Internet can be modeled as interconnected ASes and back-
bone routers are located at AS boundary [18]. AS advertises
prefixes under its control with its 16bit AS number through
BGP(Border Gateway Protocol) [7]. The origin AS number,
to which a prefix belong, can be obtained from AS-PATH in
the routing table. It can be downloaded from the routing
table, and satisfies the above requirements as intermediate
number.

Therefore, the AS number, instead of next-hop address,
is looked up first, and then the next-hop address. Assum-
ing that next-hop addresses of a router are fewer than 256,
64KB of memory is required because AS number is 16bits.

AS(16bit) Next-hop(8bit)
0 A
1 A
2 B
... ...

65534 C
65535 B

Table 1. AS2NH(AS to Next Hop address) Ta-
ble

The next-hop address can be retrieved in one memory
access, and updated in one memory access in case of an
AS-PATH change(Table 1). If the destination is the router’s
own AS, packets should be forwarded differently accord-
ing to its prefix. To assign different next-hop for each local
prefix, we suggest the allocation of the upper area of AS
numbers. As in Table 2, the bottom area is used for globally
allocated AS numbers, which are as many as 16971 at the
time of this writing(July 2000), and the top area is reserved
for private use in AS by IANA [8]. We reserve the top 1024
AS numbers for long prefixes (i.e. it is assumed that a back-
bone router does not have more than 1024 entries for pre-
fixes longer than 24bits). And for prefixes for local AS, the
area between 16972 and 64511 can be allocated from the
top (i.e. 64511).

Because an additional stage is introduced (AS to NH),
entire lookup delay is increased. However, the delay can be
reduced if the 64KB of table is made by high-speed mem-
ory. Because of its simplicity, embedding this scheme into
existing lookup schemes is trivial.

3.2. Lookup

The proposed scheme changes the original two-table
scheme [1] (Fig. 1) to three-table one (Fig. 2) where
AS2NH table is inserted into the pipeline as the last stage.

65535
Allocation of long prefixes

64512
64511

Allocation of local subnetworks

Unallocated
16972
16971

Globally Allocated
0

Table 2. An allocation map of AS num-
bers.(July 2000)

The three tables are as follows.

� TBL24 : With 224 address space and each entry of
16bit AS number, the memory amounts to 32MB.

� TBLlong : This table can accommodate up to 1024
prefixes, where each prefix has 256 sub entries. Each
entry with 16bit AS number, the required memory
amounts to 512KB (1024*256*16bit).

� AS2NH : With 216 address space and each entry of 8bit
next-hop address, the memory amounts to 64KB.

Among AS numbers, the top most 1024
numbers(64512�65535) are reserved for private use
of AS. We use these numbers as indicators of long prefixes
in TBL24. If we encounter a number smaller than 64512 in
TBL24, that corresponds to normal AS number. Otherwise,
that corresponds to long prefix, so TBLlong is referred
to find out the AS number. The numbers greater than
64512(11111100000000002) can be easily found out by
checking the most significant six bits. The remaining ten
bits point to the location of entry in TBLlong.

As in the original scheme(Fig. 1), the separation of
three tables into independent three memory banks en-
ables pipelining. And although increased to three stages,
the hardware pipeline sustains the maximum through-
put(Fig. 2).

3.3. Examples

Assuming two prefixes, 147.46/16, 147.46.114.128/28,
AS numbers 9488, 2563, and next-hop addresses A, B, re-
spectively, the three tables are as follows(Fig. 3).

If the destination IP address is 147.46.115.31, then
TBL24 returns 9488, and then AS2NH returns A as the
next-hop address.
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Figure 2. Proposed revised pipeline architecture. AS number is converted to next-hop.

For 147.46.114.83, which belongs to a long prefix,
TBL24 returns 64555. Because the value is over 64512,
it indicates that the IP address belongs to long prefix.
The difference 43(64555 - 64512) corresponds to the en-
try number in TBLlong. Then, the number is multiplied
by 256 and added by the least significant 8bits of IP ad-
dress(83), resulting in the corresponding sub entry num-
ber(43*256+83). Then, AS2NH returns B as the next-hop
address for AS2563.

If the next-hop address of AS9488 changes to C, only
the corresponding entry in AS2NH table is changed with
one memory access.

4. Routing instability

4.1. Ideal situation

In an optimal stable wide-area network, routers should
only generate routing updates for relatively infrequent pol-
icy changes and the addition of new physical networks [9].
Insertion or deletion of a prefix(or a physical network) result
in burst memory access to change AS numbers of TBL24 or
TBLlong. Table 3 represents the comparison of two snap-
shots taken from the global prefix databases, which have
7-day-gap between them [17]. About 1000 prefixes are
changed, which corresponds to 1 in every 10 minutes.

This amount of changes does not matter much. And the
other kind of updates, the change of next-hop address, can
be reflected into AS2NH in one memory access. Therefore,
the suggested scheme seems to be suitable for the stable
Internet.

Time of snapshots Deleted prefix Inserted prefix
1/10/97, 1/17/97 571 850

10/17/97, 10/24/97 645 549
7/8/00, 7/15/00 288 594
8/3/00, 8/10/00 338 547

Table 3. Examples of changes in snapshot of
prefixes.

4.2. Route flaps

But, the real Internet routing has been known to be un-
stable [9]. The instability comes mainly from exchanging
large amounts of redundant update messages among back-
bone routers. A prefix is advertised as having been with-
drawn, which is not, and a few minutes later, is announced
as appeared. Such update messages sometimes amounts to
a few hundreds in a second.

There are three types of routing updates: forwarding
instability(the network has to choose a new path), policy
changes(BGP is announcing something new that does not
really affect routing), redundant information(junk). Es-
pecially, among the redundant information, the duplicate
withdraw announcements is predominant(more than 99% of
BGP information [9].)

Among the proposed solutions for this instability, damp-
ening [10] is to mark unstable routes, and delay update in-
formation for those, because the update messages are con-
centrated on those unstable ones. However, delaying every
update message is not suitable for really changed routes, so
immediate update for normal routes should be guaranteed.
Another method is to neglect update messages for prefixes
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Figure 3. Example of TBL24, TBLlong, and AS2NH.

longer than a threshold, for longer prefixes tend to be unsta-
ble. It is also helpful to refuse to peer with small ISPs, for
their usual instability.
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Figure 4. Cumulative frequency graph of AS
changes and next hop changes for 14 days.

5. Simulation result

We want to show that how much the proposed algorithm
reduces memory accesses as respect to previous ones. We
regard [1] as a representative of previous ones, so used it
as the reference. [1] requires many memory accesses for
every next hop update, and the proposed algorithm requires

Date 10/2 10/5 10/8 10/12 10/15
AS 599 3023 3422 4667 4816

Next hop 9022 22377 26793 34706 37496

Table 4. Cumulative frequency table of AS
changes and next hop changes for 14 days.

about the same amount of memory accesses for every AS
update, but only 1 access for next hop update. Therefore,
we measured how often AS and next hop changes in a real
backbone router. And, we eliminated some route flaps be-
fore simulation by accepting only explicitly different ASes
or next hops compared to previous ones.

Routing table snapshots and BGP update messages of
an NAP are available through [19]. Routing table snap-
shots are provided as HTML format, and have over 40,000
default-free prefixes, each of which may have multiple path
information. BGP update messages are provided as binary
raw data through FTP, and are aggregated into a file for
every 15 minutes. We used all the data from 10/1/2000
21:45 to 10/15/2000 17:45 for simulation. First, we con-
structed a routing table by parsing a routing table snapshot.
Then, we updated the routing table with decoded BGP up-
date messages. Because of bursty characteristics of update,
we show the result as cumulative frequency graph(Fig. 4)
and table(Table 4).

In spite of abnormal periods of highly frequent updates,
next hop changes 7 times more frequently than AS in av-
erage. Because the intermediate number should not change
frequently in order to retain the relation between prefixes



and next-hop addresses, we can conclude that AS number
is suitable for that purpose.

6. Conclusion

In this paper, we propose new scheme that reduces
update overhead in the Internet forwarding table. Some
lookup algorithms have large update overhead due to pre-
fix expansion. We suggest using the AS number of prefix as
intermediate number between IP and next-hop address for
fast update. As the simulation result from real BGP update
messages, AS number changes 7 times less frequently than
next hop. This method can be easily applied to other lookup
schemes just by inserting a small table that converts AS to
next-hop.
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