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Abstract

Hierarchical Mobile IPv6 (HMIPv6) introduces a mobility anchor point (MAP) that localizes the signaling traffic and
hence reduces the handoff latency. In addition to processing binding update messages from mobile nodes (MNs) on behalf
of MNs’ home agents (HAs), the MAP performs data traffic tunneling destined to or originated from MNs, both of which
will burden the MAP substantially as the network size grows. To provide scalable and robust mobile Internet services to a
large number of visiting MNs, multiple MAPs will be deployed. In such an environment, how to select an appropriate
MAP has a vital effect on the overall network performance. In this paper, we choose four MAP selection schemes: the
furthest MAP selection scheme, the nearest MAP selection scheme, the mobility-based MAP selection scheme, and the
adaptive MAP selection scheme. Then, we compare their performances quantitatively in terms of signaling overhead
and load balancing. It can be shown that the dynamic schemes (i.e., the mobility-based and the adaptive MAP selection
schemes) are better than the static schemes (i.e., the furthest and the nearest MAP selection schemes), since the dynamic
schemes can select the serving MAP depending on the MN’s characteristics, e.g., mobility and session activity. In addition,
the adaptive MAP selection scheme achieves low implementation overhead and better load balancing compared with the
mobility-based MAP selection scheme.
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1. Introduction

Mobile IPv6 (MIPv6) [1] is the de facto mobility
protocol in IPv6 wireless/mobile networks. Hierar-
chical Mobile IPv6 (HMIPv6) [2] was proposed by
Internet Engineering Task Force (IETF) to mitigate
the high signaling overhead that is incurred in
Mobile IPv6 networks when mobile nodes (MNs)
perform frequent handoffs. In HMIPv6 networks,
.
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the mobility anchor point (MAP) has been intro-
duced in order to handle binding update (BU) pro-
cedures due to handoffs within a MAP domain in a
localized manner, which reduces the amount of net-
work-wide signaling traffic for mobility.

In HMIPv6 networks, an MN configures two
care-of-addresses (CoAs): a regional care-of-address
(RCoA) and an on-link care-of-address (LCoA).
The RCoA is an address of the MN on the MAP’s
subnet. The MN configures an RCoA when it
receives a Router Advertisement (RA) message with
the MAP option. On the other hand, the LCoA is
an on-link CoA configured for the MN’s interface
based on the prefix information advertised by an
access router (AR).

Fig. 1 illustrates the basic operations in HMIPv6
networks. An MN entering a MAP domain will
receive RA messages containing information on
one or more local MAPs. In case of multiple MAPs,
the MN selects a MAP by its own criteria, which is
the focus of this paper. Then, the MN sends a BU
message to the selected MAP. The MN can bind
its current location (i.e., LCoA) with an address
on the MAP’s subnet (i.e., RCoA). The MAP acts
as a local home agent (HA) and, as such, it receives
all packets on behalf of the MN it is serving and the
MAP re-tunnels the received packets to the MN’s
current address. If the MN changes its current
address within a local MAP domain, it only needs
to register the new address with the MAP. The
RCoA does not change as long as the MN moves
within the same MAP domain. This makes the
MN’s mobility transparent to the correspondent
nodes (CNs) and its HA.
Fig. 1. Overview of HM
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In HMIPv6 networks, a MAP can exist at any
level in the network hierarchy including at the leaf
level of the AR, and several MAPs can be located
within the same network hierarchy and function
independently of each other. Especially when
HMIPv6 is employed in a large-scale wireless/
mobile network, multiple MAPs are used to provide
scalable and robust mobile Internet services. In such
environments, it is important for an MN to select
the most suitable MAP among the available MAPs.

An MN needs to consider several factors for
selecting an appropriate MAP in a foreign network.
In the HMIPv6 specification [2], two MAP selection
schemes were recommended. The first of these is a
distance-based selection scheme, where an MN
may choose the furthest MAP. This scheme is par-
ticularly efficient for fast MNs performing frequent
handoffs, because by choosing the furthest MAP,
the fast MNs can reduce the frequency of changing
the serving MAP and informing the HA/CNs of this
RCoA change. However, since each MN has differ-
ent mobility characteristics, the furthest MAP may
not constitute an appropriate solution for some
MNs (e.g., slow MNs). Furthermore, if all MNs
select the furthest MAP as their serving MAPs, this
MAP would become a single point of performance
bottleneck and it will result in a longer processing
latency. The alternative scheme recommended in
[2] is to announce the MAP’s information (e.g., traf-
fic load on the MAP), so that an MN can choose a
MAP by considering MN’s mobility characteristics
and MAP’s current state.

In addition to above schemes, mobility-based
MAP selection schemes have been proposed in
IPv6 operation.
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[5–8]. In these schemes, an MN selects its serving
MAP depending on its mobility. For example, the
fast MN selects a further MAP while the slow
MN chooses a nearer MAP. Another proposal is
an adaptive MAP selection scheme, where an MN
selects the serving MAP by estimating session-to-
mobility ratio (SMR),1 was proposed in [9]. The
SMR is analogous to call-to-mobility ratio (CMR)
used in cellular networks. Namely, the SMR is
defined by the ratio of the session arrival rate to
the mobility rate (i.e., subnet crossing rate). The
smaller the SMR of an MN is, the further MAP will
be selected by the MN. Note that the SMR of an
MN being small means that the MN’s mobility rate
is relatively higher than the session arrival rate.

In this paper, we conduct a comparative study of
the four MAP selection schemes analytically: the

furthest MAP selection scheme, the nearest MAP

selection scheme, the mobility-based MAP selection

scheme, and the adaptive MAP selection scheme.
Through analytical modeling, we quantify their per-
formances with focus on the binding update traffic
and packet tunneling overhead. For the mobility-
based MAP selection scheme and the adaptive
MAP selection scheme, we explicitly derive the opti-
mal threshold, and investigate the effect of the
threshold on the performance. Also, how MNs are
distributed among MAPs (i.e., load balancing)
depending on schemes is analyzed.

The remainder of this paper is organized as
follows. Section 2 details the four MAP selection
schemes. We present the system model and the
analytical model in Sections 3 and 4, respectively.
In Section 5, the numerical results are presented
and Section 6 concludes this paper.

2. Overview of MAP selection schemes

For the purpose of mobility support for tele-
phony service in traditional cellular networks, a
two-level hierarchy, consisting of the visitor loca-
tion register (VLR) and home location register
(HLR), has been widely used. These mobility agents
1 A session is defined as a consecutive packet stream at the IP
layer. To identify a session, a timer-based approach is employed
[10]. Each MN maintains an active state timer with length TA. If
the time duration between the last received packet and the current
received one is greater than TA, the current packet is considered
as the first packet of a new session. Otherwise, the packet is a
subsequent packet of an ongoing session. This timer-based
technique is similar to the session management scheme in
Universal Mobile Telecommunication System (UMTS) [11].
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are statically deployed in the network and assigned
to MNs based on their current locations. Recently,
a hierarchical cellular network [3,4] was introduced
to improve system capacity where MNs can be ser-
viced by either an upper tier cell (e.g., macro cell) or
a lower tier cell (e.g., micro cell). Which tier is
selected is dependent on such factors as the MN’
mobility rate, the current network load at each tier,
etc. However, despite multiple tiers, there is only
one available mobility agent (i.e., VLR) for each vis-
iting MN and therefore the problem of mobility
agent selection in the traditional cellular networks
has not been investigated.

On the contrary, in data-oriented Mobile IP net-
works, depending on the size of a foreign network,
more than one mobility agents (i.e., MAP) is likely
to be deployed and dynamically assigned to individ-
ual MNs in order to provide more scalable and
fault-tolerant mobile Internet services [12]. Conse-
quently, how to select an appropriate mobility agent
plays an important role for optimizing the binding
update/packet delivery procedures and reducing
the signaling overhead in the network. As men-
tioned earlier, several selection schemes have been
reported in an attempt to resolve this mobility agent
selection problem.

2.1. Distance-based selection scheme

In the HMIPv6 specification [2], a distance-based
scheme was proposed which uses the distance (i.e.,
the number of hop counts) between the MAP and
the MN for the MAP selection. In the distance-
based scheme, an MN registers with the furthest
MAP, in order to reduce the probability of sending
binding update messages frequently. Without loss of
generality, we assume that the area of the further
MAP is larger than that of the nearer MAP.
Accordingly, assuming the same moving speed, an
MN at the further MAP domain is likely to request
inter-MAP domain handoffs less frequently than an
MN at the nearer MAP domain. In this way, the
MN can avoid performing frequent binding updates
to the HA/CNs. As a result, this selection scheme
minimizes the amount of binding update traffic.

However, the furthest MAP selection scheme has
some drawbacks. First, the furthest MAP from the
MN may be close to (or even collocate with) the
gateway of the foreign network. Consequently, if
every MN selects the furthest MAP, the MAP
may have to deal with most MNs in the foreign net-
work and is likely to become a bottleneck point.
e comparison of mobility anchor point selection ..., Com-
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Second, if the MN moves only within a limited area
in the foreign network, it is unnecessary to register
with the furthest MAP. In this case, using the fur-
thest MAP will increase the handoff delay, because
the distance from the MNs to the furthest MAP is
relatively longer than that from the MNs to a nearer
MAP [7].

2.2. Mobility-based selection scheme

In [5–8], MAP selection schemes based on the
MN’s mobility were proposed. In [5,6], a suitable
MAP is selected based on the estimated velocity of
the MN. The schemes in this category normally per-
form two functions: the determination of the MN’s
velocity and the selection of which MAP to register
with. First, to determine the velocity of the MN, the
MN’s BU interval is measured. Each MAP records
not only the binding information of the MN, but
also time at which the BU is requested. When the
MN moves into a new MAP domain, it is possible
to calculate the MN’s residence time in the previous
MAP domain by comparing old BU time in the pre-
vious MAP domain with new BU time. Then, the
velocity is calculated by dividing the distance that
the MN has traversed by residence time. However,
measuring the distance of the MN exactly is not a
simple issue. Instead, a concept of ‘‘standard dis-
tance’’ has been introduced where a priori distance
value is used for each MAP domain. When the
velocity of an MN is estimated, the previously esti-
mated velocity is also taken into consideration, in
order to reduce the error in estimating the MN’s
mobility. After that, the MN selects a MAP by com-
paring its BU interval with the average BU interval
of the MNs serviced by each MAP. The average BU
interval is assumed to be contained in the RA
message.

In general, it is difficult to estimate the velocity of
MNs and the estimation results are often inaccu-
rate. Therefore, MNs may not always register with
an appropriate MAP. In [7,8], a new MAP selection
scheme that uses the MAP topology instead of the
MN’s velocity was proposed. In this scheme, an
MN first listens to the RA messages from MAPs
and figures out the MAP topology. From the topol-
ogy information, the MN chooses the nearest cross-
over MAP. More detailed procedures are as follows.
To inform MNs of the MAP topology, the furthest
MAP starts with broadcasting a RA message and
then the RA message is propagated from the fur-
thest MAP towards MNs. While the RA message
Please cite this article in press as: S. Pack et al., A performanc
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is en route to MNs, intermediate MAPs append
their own MAP information. These RA messages
can also be cached and broadcasted by ARs. By
receiving these RA messages, each MN figures out
the topology of available MAPs. If there are com-
mon MAPs that appear in every RA message, the
MN chooses the nearest common MAP. If there is
only one kind of RA message, the MN selects the
furthest MAP by default. When the MN moves
beyond the coverage of the selected MAP, it will
immediately detect this by noticing that the serving
MAP is absent in the current RA message.

2.3. Adaptive MAP selection scheme

In general, the total cost in Mobile IP systems
can be modeled as the sum of the packet delivery
cost and the binding update cost [13,14]. In
HMIPv6 networks, since the MAP has to deal with
all packet transmissions from and to MNs serviced
by the MAP, the session characteristics (e.g., the
amount of traffic and session arrival frequency)
are also important factors to determine a suitable
MAP. However, the mobility-based selection
scheme overlooks the effect of session activity, so
that it may not be able to select the most appropri-
ate MAP, especially when the session activity is
dominant. To address this problem of the mobil-
ity-based schemes, an adaptive MAP selection
scheme was proposed in [9]. In the adaptive MAP
selection scheme, an MN selects the serving MAP
depending on its SMR. The SMR is a key factor
representing the ratio of the session arrival rate to
the mobility rate. The adaptive MAP selection
scheme consists of the following four steps.

• Initialization: An MN collects all RA messages
sent from the available MAPs in a foreign net-
work. From these RA messages, the MN obtains
information on each MAP, e.g., the hop distance,
network load. Using the MAP information, the
MN constructs an available MAP list (AML).

• SMR estimation: For each measurement interval,
the MN estimates its SMR by measuring the
number of subnet crossings and session arrivals.
At the same time, the MN updates its SMR
and compares the estimated SMR with two
SMR threshold values: lower and upper SMR
thresholds.

• Threshold determination: To select the optimal
MAP adaptively, two SMR threshold values are
calculated by an iterative method [9].
e comparison of mobility anchor point selection ..., Com-
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• MAP selection: If the updated SMR is smaller
than the lower SMR threshold value or larger
than the upper SMR threshold value, the MN
computes the total costs for the other MAPs
available in the current location. Then, the MN
selects the MAP with the minimum total cost.

3. System model and assumptions

In this section, we describe the system model and
assumptions for the analytical model. As shown in
Fig. 2, we use a two-level MAP topology consisting
of two types of MAPs: higher MAP (HMAP) and
lower MAP (LMAP) [5,6,9]. In this topology, the
LMAP and HMAP domains cover NL and NH

AR subnets, respectively. Typically, since NH is lar-
ger than NL, the average residence time in the
HMAP domain is longer than that in the LMAP
domain. Similar to [8], the AR broadcasts the infor-
mation on the MAP topology. Hence, the MN
learns which MAPs are available at the current loca-
tion. After that, the MN selects its serving MAP
depending on the employed MAP selection scheme.
Hereafter, F, N, M, and A represent the furthest,
nearest, mobility-based, and adaptive MAP selec-
tion schemes, respectively. M is a generalized ver-
sion of different relevant mobility-based MAP
selection proposals. In each scheme, a new MAP
selection procedure is triggered when the MN hands
off to a new AR subnet. If the newly selected MAP
is the same as the previous one, no binding updates
to the MAP and HA are performed; otherwise, the
MN informs both the MAP and HA of its new
AR

AR

AR

AR

AR

AR

AR

AR

LMAP LMAP

HMAP

Fig. 2. Two-level MAP topology.
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LCoA. The MAP selection procedure of each
scheme can be summarized as follows:

• F: The MN always selects the HMAP.
• N: The MN always selects the LMAP.
• M: If the estimated residence time is less than a

pre-defined threshold Tth, the MN selects the
HMAP. Otherwise, the MN selects the LMAP.

• A: If the estimated SMR is less than a pre-defined
threshold Sth, the MN selects the HMAP. Other-
wise, the MN selects the LMAP.

In addition, the followings are assumed without
loss of generality.

1. The subnet residence time follows a general dis-
tribution with mean 1/lS; its probability density
function (PDF) is fS(t). FS(t) and f �S ðsÞ denote
the cumulative distribution function (CDF) and
the Laplace transform of fS(t), respectively.

2. The HMAP (LMAP) domain residence time fol-
lows a general distribution with mean 1=lH

D

ð1=lH
DÞ and its PDF is denoted by fHD(t)(fLD(t)).

FHD(t)(FLD(t)) and f �HDðSÞðf �LDðSÞÞ denote the
CDF and Laplace transform of fHD(t)(fLD(t)),
respectively.

3. The session arrival process follows a Poisson dis-
tribution with rate kI.

4. Let tI and tS be the inter-session arrival time and
the subnet residence time, respectively. SMR is
the session-to-mobility ratio, which is defined as
tS/tI, and the CDF of SMR is given by the below
equation (see Appendix A). In addition, the PDF
of SMR can be obtained from gðdÞ ¼ d

dd GðdÞ.

GðdÞ ¼ PrðSMR < dÞ ¼ PrðtS=tI < dÞ
¼ f �S ðSÞjS¼kI=d

:

4. Analytical model

For the purpose of performance comparison, we
formulate the binding update (BU) cost and the
packet deliver (PD) cost in HMIPv6 networks [13–
15]. The BU and PD costs are the accumulative traf-
fic loads due to exchanging BU/BACK messages
and IP tunneling headers of data packets, respec-
tively [16]. Namely, the BU and PD costs represent
the amount of signaling traffic and network over-
head, which should be minimized. We model the
BU and PD costs during an inter-session arrival
time, which is denned as the time interval between
e comparison of mobility anchor point selection ..., Com-
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the arrival of first packet of a data session and the
arrival of the first packet of the next data session
[10].

4.1. Binding update cost

Let ND and NS be the numbers of MAP domain
crossings and subnet crossings, respectively. Then,
the BU cost per session can be expressed as

CBU ¼ EðNDÞ � BHA þ EðNSÞ � BM þ BHA þ BM ; ð1Þ
where BHA and BM are the unit BU costs to the HA
and MAP, respectively. E(ND) and E(NS) are the
mean numbers of MAP domain crossings and sub-
net crossings per session, respectively. In Eq. (1),
the first and second terms on the right-hand side re-
fer to the BU costs incurred by the MN’s move-
ments, whereas the third and fourth terms on the
right-hand side are the initial BU costs. BHA and
BM are calculated by

BHA ¼ dMN-HA � ðBU þ BACKÞ ð2Þ
and

BM ¼ dMN-MAP � ðBU þ BACKÞ; ð3Þ

where dX�Y is the hop distance between X and Y.
BU and BACK are the sizes of BU and BACK mes-
sages, respectively.

As mentioned above, we assume a two-level
MAP hierarchy. Let N H

D and N H
D be the numbers

of HMAP and LMAP domain crossings per session,
respectively. Then, the BU costs in F and N are
respectively given by

CF
BU ¼ EðNH

DÞ � BHA þ EðNSÞ � BH
M þ BHA þ BH

M ð4Þ
and

CN
BU ¼ EðNL

DÞ � BHA þ EðNSÞ � BL
M þ BHA þ BL

M ; ð5Þ
where BH

M and BL
M represent the unit BU costs to the

HMAP and LMAP, respectively, and they are ob-
tained from Eq. (3) by replacing dMN-MAP with
dMN-HMAP or dMN-LMAP.

Unlike the distance-based selection schemes, M

uses a threshold value denoted by Tth. If the resi-
dence time of the MN is larger than Tth, the MN
chooses the LMAP as its serving MAP. This is
because it is better to reduce the local BU cost (to
the MAP) rather than the home BU cost (to the
HA) if the MN has low mobility. On the other hand,
A uses the SMR not the residence time (or mobility
rate). Namely, A chooses the serving MAP depend-
ing on the SMR threshold value Sth.
Please cite this article in press as: S. Pack et al., A performanc
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Let pH and pL be the steady state probabilities
that the HMAP and LMAP are chosen by the
MN, respectively. Then, pH and pL in M can be
computed as

pH ¼ Prðt 6 T thÞ ¼ F SðT thÞ and

pL ¼ Prðt > T thÞ ¼ 1� F SðT thÞ: ð6Þ

Then, the BU cost of M is given by

CM
BU ¼ pL � EðN SÞ �BL

M þEðNL
DÞ �BHAþBHAþBL

M

� �
þpH � EðN SÞ �BH

M þEðNH
DÞ �BHAþBHAþBH

M

� �
:

ð7Þ

Similarly, pH and pL in A are obtained from

pH ¼ PrðSMR 6 SthÞ ¼ GðSthÞ and

pL ¼ PrðSMR > SthÞ ¼ 1� GðSthÞ: ð8Þ

Accordingly, the BU cost of A can be calculated
from

CA
BU ¼ pL � EðN SÞ �BL

M þEðNL
DÞ �BHAþBHAþBL

M

� �
þpH � EðN SÞ �BH

M þEðNH
DÞ �BHAþBHAþBH

M

� �
:

ð9Þ
4.2. Packet delivery cost

The original packet is not counted as overhead
with respect to packet delivery, and therefore the
PD cost takes into account the tunneling overhead.
Fig. 3 shows two packet deliver paths in HMIPv6
networks. As shown in Fig. 3, a packet is delivered
to the destination MN either through the HA or
not. According to the HMIPv6 specification [2],
packets of a session are first routed to the HA to
check the current location of the destination MN
(i.e., indirect path). Once the MN receives the pack-
ets tunneled via the HA, the MN sends a binding
update message to the CN, i.e., route optimization.
Then, the CN updates its binding cache and sends
subsequent packets to the MAP directly (i.e., direct

path).
By considering these two packet delivery paths,

the PD cost per session can be expressed as

CPD ¼ x � LS � P I þ ð1� xÞ � LS � P D; ð10Þ

where x is the ratio of packets going through the
HA before the completion of the binding update
procedure. LS is the average session length in num-
bers of packets. PI and PD are unit costs incurred to
deliver a packet in the indirect and direct paths,
e comparison of mobility anchor point selection ..., Com-
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Fig. 3. Packet delivery paths in HMIPv6 network.
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respectively. The unit costs for the HMAP (P H
I and

P H
D) and LMAP (P L

I and P L
D) are given by

P H
I ¼ t � dHA-HMAP þ 2t � dHMAP-MN;

P H
D ¼ t � dHMAP-MN;

P L
I ¼ t � dHA-LMAP þ 2t � dLMAP-MN;

P L
D ¼ t � dLMAP-MN;

where t is the unit tunneling cost, i.e., the tunneling
header size in bytes. Note that two tunneling head-
ers are employed in the path between the MAP and
MN. Unlike [14], a weight factor for wireless links is
not used because the weight does not affect the per-
formance of MAP selection schemes.

Then, the PD cost in each MAP selection scheme
can be summarized as follows:

1. F:

CF
PD ¼ x � LS � pH

I þ ð1� xÞ � LS � P H
D: ð11Þ

2. N:

CN
PD ¼ x � LS � pL

I þ ð1� xÞ � LS � P L
D: ð12Þ

3. M and A:

CM
PD ðor CA

PDÞ¼ pH � x �LS �P H
I þð1�xÞ �LS �P H

D

� �
þpL � x �LS �P L

I þð1�xÞ �LS �P L
D

� �
:

ð13Þ

Although the residence time is typically non-exponential in

wireless/mobile networks, the analysis based on the simplified
exponential assumption has been widely used [18–20] and
provides useful mean value information.

3 This condition indicates that an optimal Tth may not exist in
(0,1) in some environments. However, it does not mean that M

does not work in such environments. In this cases, M performs
the same MAP selection procedures as F or N by choosing a
sufficiently large or small threshold value. This fact is also applied
to A (see Theorem 2).
4.3. Determination of threshold value

In M, the threshold value for the average subnet
residence time should be carefully determined.
Although each proposal uses different mobility esti-
mation algorithms [5–8], we consider a mobility-
Please cite this article in press as: S. Pack et al., A performanc
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based selection scheme with an optimal threshold.
In other words, the optimal threshold for the subnet
residence time is derived by the analytical method
and it is used for the performance analysis. Simi-
larly, the optimal SMR threshold in A is also
obtained by the analytical method and the adaptive
selection scheme with the optimal SMR threshold is
evaluated.

For tactical analysis, the subnet and domain res-
idence times are assumed to follow exponential dis-
tributions.2 Then, EðN H

DÞ ¼ lH
D=kI; EðNL

DÞ ¼ lL
D=kI,

and E(NS) = lS/kI [21]. In addition, by the fluid flow
mobility model [10], lH

D and lL
D can be approxi-

mated to lS=
ffiffiffiffiffiffiffi
NH

p
and lS=

ffiffiffiffiffiffiffi
NL

p
, respectively.

The optimal threshold value of M is a point
where the BU cost of LMAP is equal to that of
HMAP. Therefore, the optimal threshold value
can be obtained from Theorem 1.

Theorem 1.
BHA=

ffiffiffiffiffi
NH

p
þBH

M

BHA=
ffiffiffiffiffi
NL
p

þBL
M

is smaller than 1, there exists

an optimal threshold T �th in (0,1) and it is given by3

T �th ¼
1ffiffiffiffiffi
NH
p � 1ffiffiffiffiffi

NL
p

� �
� BHA þ BH

M � BL
M

kIðBL
M � BH

MÞ
:

Proof. See Appendix B. h

On the other hand, the optimal SMR threshold
value in A is a point where the MAP with a less total
cost is changed. Theorem 2 shows the existence of
optimal SMR threshold value.

Theorem 2. If
BHA=

ffiffiffiffiffi
NH

p
þBH

M

BHA=
ffiffiffiffiffi
NL

p
þBL

M
is smaller than 1, there

exists an optimal threshold ðS�thÞ in (0,1) and it is
given by

S�th ¼
BH

M � BL
M � BHA � 1ffiffiffiffiffi

NL
p � 1ffiffiffiffiffi

NH
p

� �
CL

PD � CH
PD þ BL

M � BH
M

:

Proof. See Appendix C. h
e comparison of mobility anchor point selection ..., Com-
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5. Numerical results

Table 1 shows the default parameter values used
in the numerical analysis. The sizes of tunneling
header and BU/BACK messages follow the specifi-
cation of MIPv6 [1] and HMIPv6 [2]. From
[22,23], the average session length is assumed to be
10 Kbytes and the packet size is fixed at 1 Kbytes.
Hence, LS is set to 10. It is assumed that route opti-
mization is performed when the first packet of a ses-
sion is received, and thus x is given by 1/10 = 0.1.
Default NH and NL are set to 64 and 9, respectively;
however, the effect of difference MAP domain sizes
is investigated in Section 5.1. In terms of hop dis-
tances among the MN, HMAP, LMAP, and HA,
suitable values satisfying the conditions in Theo-
rems 1 and 2 are chosen. Note that similar results
can be observed even for different distance values.

5.1. Optimal threshold

Fig. 4 shows the variation of the optimal thresh-
old as the session arrival rate kI is varied. As shown
in Fig. 4, T �th of M is dependent on kI, while S�th is
constant regardless of kI. This result demonstrates
that A is a more feasible solution. In other words,
Table 1
Default parameter values used in numerical analysis

dMN-HA dMN-HMAP dMN-LMAP LS x
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Fig. 4. Optimal threshold vs. session arrival r
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when the session arrival rate is changed, M should
determine a new threshold to achieve the optimal
performance. It indicates that M results in higher
MAP selection overhead and instability. On the
contrary, A can use a fixed threshold as long as
the network topology parameters (i.e., NL and
NH) are fixed.

The effect of the HMAP domain size is also
shown in Fig. 4. In this result, NL is fixed to 9,
whereas NH is varied over 25, 64, and 81. For M,
as NH increases, the optimal threshold decreases.
In terms of reducing the BU cost, the HMAP can
reduce the home BU cost to the HA, whereas the
LMAP is efficient to reduce the local BU cost to
the MAP. Consequently, the MN in M selects the
HMAP when reducing the home BU cost is more
effective than reducing the local BU cost. On the
other hand, the LMAP is chosen when the local
BU cost is more dominant. Apparently, the fre-
quency of home BUs is reduced as NH increase.
Therefore, as NH becomes large, it is more effective
to reduce the cost due to local BUs, which are more
frequently performed than home BUs. To this end,
T �th should become smaller as NH increases. This is
because the LMAP is selected with a higher proba-
bility when Tth is small.
NH NL t BU BACK

64 8 40 bytes 72 bytes 52 bytes
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Table 2
Binding update cost: effect of lS

lS (Unit: kI) M A F N

0.01 1.383 1.382 1.506 1.382
0.1 1.453 1.448 1.563 1.446
1 2.104 2.089 2.125 2.083
10 7.751 8.021 7.750 8.458
100 64.000 64.478 64.000 72.208

Table 3
Packet delivery cost: effect of lS

lS (Unit: kI) M A F N

0.01 1.487 1.485 1.875 1.484
0.1 1.510 1.491 1.875 1.484
1 1.674 1.539 1.875 1.484
10 1.874 1.726 1.875 1.484
100 1.875 1.852 1.875 1.484

Table 4
Total cost: effect of lS

lS (Unit: kI) M A F N

0.01 2.870 2.867 3.381 2.866
0.1 2.963 2.938 3.438 2.930
1 3.778 3.628 4.000 3.568
10 9.625 9.746 9.625 9.943
100 65.875 6.331 65.875 73.693
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On the other hand, S�th increases with the increase
of NH. In A, the MN selects the serving MAP
depending on which is the most dominant cost
between the BU and PD costs. In other words, if
the BU cost is more important than the PD cost in
reducing the total cost, the HMAP is chosen; other-
wise, the LMAP is selected as the serving MAP. As
mentioned before, a larger NH represents that the
HMAP covers more subnets, and hence the BU cost
can be reduced more significantly than the PD cost
by choosing the HMAP. Therefore, the probability
that the HMAP is chosen should be increased as
NH increases. Accordingly, S�th increases proportion-
ally to NH.

Fig. 5 indicates the sensitivity of M and A when
different threshold values are used. To this end,
three different values are used: T �th � 10ðS�th � 10Þ;
T �thðS�thÞ, and T �th � 10ðS�th � 10Þ. In the case of M,

a low total cost can be observed when a small
threshold (i.e., T �th � 10) is employed. This is
because T �th is an optimal threshold to minimize
the BU cost not the total cost. Consequently, the
MAP selection in M may not be optimal when we
consider both the PD cost and the BU cost. On
the other hand, A shows the lowest total cost when
S�th is used. Also, even if different threshold values
are used, the variation in the total cost is low for
A. This implies that A is less sensitive to threshold
values and hence it can provide higher robustness
in HMIPv6 networks.
5.2. Effect of mobility rate

Tables 2–4 demonstrate the effect of the mobility
rate. It is assumed that the session arrival rate kI is

normalized to 1.0, and therefore the unit of the mobil-

ity rate lS is kI. As shown in Table 2, F shows the
lowest BU cost when the mobility rate is high. On
the other hand, N exhibits the lowest BU cost when
Please cite this article in press as: S. Pack et al., A performanc
put. Netw. (2006), doi:10.1016/j.comnet.2006.09.002
the mobility rate is low, which indicates that it is
better to select the LMAP with a lower PD cost if
the MN’s mobility is low. Regarding M and A, they
exhibit a slightly higher BU cost than F when lS is
higher than 1.0. On the other hand, when lS is lower
than 1.0, they show comparable total costs to N. In
short, M and A choose a MAP just like either F or
N dynamically depending on the MN’s characteris-
tics (e.g., mobility and session activity) and thus
they achieve more adaptive performances in diverse
mobile environments.
e comparison of mobility anchor point selection ..., Com-
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Unlike the BU cost, since the PD costs of F and
N are not dependent on the mobility, F and N have
constant PD costs. At the same time, since the dis-
tance between the MN and the HMAP is longer
than the one between the MN and the LMAP, the
HMAP incurs a higher tunneling cost and hence a
higher PD cost is observed. Consequently, the PD
cost of F is larger than that of N. As shown in Table
3, A shows a less PD cost than M. This is because M

does not take the PD cost into account during the
MAP selection procedure. However, both A and
M show more adaptive PD costs to the mobility rate
than F and N.

Table 4 summarizes the total cost as a function of
lS. Similar to the BU and PD costs, when lS is low,
N is the best scheme in reducing the total cost, while
F is preferable if lS is high. On the other hand, the
total costs of M and A are close to that of N for low
mobility, whereas their total costs approach that of
F for high mobility. This observation indicates that
M and A are adaptive to varying mobility. Compar-
ing A and M, A is better with the low lS, but M

shows a less total cost if lS is high. In other words,
M is a more appropriate solution in a highly mobile
environment.

5.3. Load balancing

When we design a MAP selection scheme, it is
important to distribute total MAP loads as evenly
as possible, as well as to select a MAP with the low-
est total cost. To investigate load distribution, we
first classify MNs into two classes: fast MN and
slow MN. The mobility rates of fast and slow
MNs are 10 and 0.1, respectively. Then, the average
HMAP load L can be defined as

L ¼ a� T � pfast
H þ ð1� aÞ � T � pslow

H ; ð14Þ

where a is the fraction of fast MNs to the total MNs
and T is the total number of MNs. pfast

H and pslow
H are

the probabilities that the fast and slow MNs select
the HMAP as their serving MAPs, respectively.
Intuitively, T � L refers to the LMAP load.

Fig. 6 plots the HMAP load as a function of a.
As a approaches 1.0, there exist more fast MNs
and hence the HMAP load increases. In terms of
load balancing, when L is equal to T/2, the optimal
load balancing performance can be achieved. As
shown in Fig. 6, A provides a more balanced
HMAP load if a is larger than 0.61; otherwise, M

shows a better load balancing performance. Specif-
ically, when a is 1.0, L in M and A are 99.87 and
Please cite this article in press as: S. Pack et al., A performanc
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61.77, respectively. In other words, M shows a
highly skewed HMAP load in a mobile network
where most MNs are fast. This is because M consid-
ers only mobility for the MAP selection and most
fast MNs select the HMAP regardless of their ses-
sion activities. On the contrary, since A uses a com-
bined factor (i.e., SMR), some fast MNs choose the
LMAP instead of the HMAP and therefore a better
load balancing can be achieved.
6. Conclusion

In this paper, we have conducted a comparative
study for four MAP selection schemes: the furthest
MAP selection scheme, the nearest MAP selection
scheme, the mobility-based MAP selection scheme,
and the adaptive MAP selection scheme. Based on
the analytical models, we compared the signaling
overhead incurred by binding update procedures
and IP tunneling. Also, how the MAP load is bal-
anced among MAPs was investigated. Overall, the
dynamic schemes (i.e., the mobility-based and the
adaptive MAP selection schemes) exhibit more
desirable performances than the static schemes
(i.e., the furthest and the nearest MAP selection
schemes), since they dynamically select the serving
MAP depending on the MN’s characteristics (e.g.,
mobility rate and session activity). Especially, the
adaptive MAP selection scheme is not sensitive to
the change of threshold values and hence does not
require overhead for the threshold determination.
Therefore, the adaptive MAP selection scheme
e comparison of mobility anchor point selection ..., Com-
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achieves low implementation overhead compared
with the mobility-based MAP selection scheme.
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Appendix A. SMR distribution

The SMR is defined as tS/tI. It is assumed that tI

follows an exponential distribution with rate kI

whereas tS follows a general distribution. Then,
the SMR distribution function can be derived
from

PrðSMR < dÞ ¼ PrðtS=tI < dÞ ¼ PrðtS < d � tIÞ

¼
Z 1

0

PrðtS < dsÞ � kIe
�kIs � ds: ðA:1Þ

If we set t as ds, Eq. (A.1) becomes

kI

d
�
Z d

0

PrðtS < tÞ � e
�kI t

d � dt: ðA:2Þ

By the property of the Laplace transform [17],R1
0

PrðtS < tÞ � e�st � dt ¼ f �
S
ðsÞ
s , where f �S ðsÞ is the

Laplace transform of fs(t), and Eq. (A.2) becomes

kI

d
� f
�
S ðSÞ
S

����
S¼kI=d

¼ f �S ðSÞjS¼kI=d
: ðA:3Þ
Appendix B. Proof of Theorem 1

First, the BU costs of F and N (shown in Eqs. (4)
and (5), respectively) can be expressed as functions
of mobility rate, lS, as
CF
BUðlSÞ ¼

lS

kI

1ffiffiffiffiffiffiffi
NH

p � BHA þ BH
M

� 	
þ BHA þ BH

M

and

CN
BUðlSÞ ¼

lS

kI

1ffiffiffiffiffiffiffi
NL

p � BHA þ BH
M

� 	
þ BHA þ BL

M :
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Since BH
M is larger than BL

M , the following condition
is satisfied when lS approaches 0:

lim
lS!0

CF
BUðlSÞ

CN
BUðlSÞ

¼ BHA þ BH
M

BHA þ BL
M

> 1: ðB:1Þ

On the other hand, if lS becomes infinity, Eq. (B.2)

is met by the assumed condition,
BHA=

ffiffiffiffiffi
NH
p

þBH
M

BHA=
ffiffiffiffiffi
NL
p

þBL
M
< 1

lim
lS!1

CF
BUðlSÞ

CN
BUðlSÞ

¼ BHA=
ffiffiffiffiffiffiffi
N H

p
þ BH

M

BHA=
ffiffiffiffiffiffiffi
N L

p
þ BL

M

< 1: ðB:2Þ

By Eqs. (B.1) and (B.2), there exists an intersection
point where CF

BU and CN
BU have the same value in

(0,1) and the point represents the optimal threshold.
The optimal threshold can be simply derived from a
difference function that is denned as DCBUðlSÞ ¼
CF

BUðlSÞ � CN
BUðlSÞ. That is, the optimal threshold

value in M satisfies the condition,

DCBUðl�SÞ ¼ 0:

This condition can be reduced as

DCBUðlSÞ ¼
lS

kI

1ffiffiffiffiffiffiffi
NH

p � BHA þ BH
M

� 	
þ BHA

þ BH
M �

lS

kI

1ffiffiffiffiffiffiffi
N L

p � BHA þ BH
M

� 	�

þBHA þ BL
M

	
¼ 0:

Note that the average residence time is the inverse of
the average mobility rate. Consequently, the opti-
mal threshold is given

1

l�S
¼

1ffiffiffiffiffi
NH
p � 1ffiffiffiffiffi

NL
p

� �
� BHA þ BH

M � BL
M

kIðBL
M � BH

MÞ
¼ T �th: �

ðB:3Þ
Appendix C. Proof of Theorem 2

The total costs of F and N can be expressed as
functions of SMR (i.e., d = kI/lS) as

CF
TðdÞ ¼

1

d
1ffiffiffiffiffiffiffi
N H

p � BHA þ BH
M

� 	
þ BHA þ BH

M þ CF
PD

and

CN
T ðdÞ ¼

1

d
1ffiffiffiffiffiffiffi
NL

p � BHA þ BH
M

� 	
þ BHA þ BL

M þ CN
PD:
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If d becomes infinity, Eq. (C.1) can be satisfied be-
cause BH

M and CF
PD are larger than BL

M and CN
PD,

respectively

lim
d!1

CF
TðlSÞ

CN
TðlSÞ

¼ BHA þ BH
M þ CF

PD

BHA þ BL
M þ CN

PD

> 1: ðC:1Þ

On the other hand, if d approaches 0, Eq. (C.2) is
met by the assumption

lim
d!0

CF
TðlSÞ

CN
T ðlSÞ

¼ BHA=
ffiffiffiffiffiffiffi
N H

p
þ BH

M

BHA=
ffiffiffiffiffiffiffi
NL

p
þ BL

M

< 1: ðC:2Þ

Therefore, by Eqs. (C.1) and (C.2), there exists an
intersection point where CE

T and CN
T have the same

value in (0,1) and the point represents the optimal
threshold. The optimal threshold can be derived
from a difference function denned as DCTðdÞ ¼
CF

TðdÞ � CN
T ðdÞ. That is, the optimal threshold value

S�th satisfies the following condition:

DCTðdÞ ¼
1

d
1ffiffiffiffiffiffiffi
N H

p � BHA þ BH
M

� 	
þ BHA

þ BH
M þ CF

PD �
1

d
1ffiffiffiffiffiffiffi
NL

p � BHA þ BH
M

� 	�

þBHA þ BL
M þ CN

PD

	
¼ 0:

After some manipulations, we get

S�th ¼
BH

M � BL
M � BHA � 1ffiffiffiffiffi

NL
p � 1ffiffiffiffiffi

NH
p

� �
CL

PD � CH
PD þ BL

M � BH
M

: � ðC:3Þ
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