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ABSTRACT

In wireless network convergence, each mobile host is expected to have multiple kinds of wireless interfaces. Multicast-based
applications are expected to be widely deployed. In this paper, a new network selection scheme is proposed for a mobile
host to select the most appropriate wireless access network to maximize user satisfaction and ISP’s profit, simultaneously.
We have devised a metric to measure a user’s satisfaction and we also developed a ‘normalized network resource’ metric for
system profit measure. We have compared our scheme with three other reference schemes, through simulations. Depending
on the network deployment situations, our scheme exhibits one-fifth service disruption time of other reference schemes,
while the resource consumption of our scheme is comparable to that of the minimum resource scheme. Overall, the gain of
our scheme becomes higher as users move faster and/or the population density increases. Copyright © 2010 John Wiley &
Sons, Ltd.
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1. INTRODUCTION AND
MOTIVATION

In future wireless networks, live streaming applications are
expected to be one of the killer applications. Cisco forecasts
that Internet video streaming and downloads are beginning
to take a larger share of bandwidth, and will grow to over
60 per cent of all consumer Internet traffic in 2013 and
almost 64 per cent of the world’s mobile data traffic will
be video by 2013 [1,2]. User created contents (UCCs),
which are gaining tremendous popularity are already uti-
lizing live streaming services worldwide. IPTV (Internet
Protocol Television) is being deployed over the Internet.
Even via various mobile devices, many kinds of multime-
dia streaming contents are available [3,4]. For this kind
of adaptive applications, IP multicast provides the most
efficient way to utilize network bandwidth. As a result,
recently, IP multicast has been revisited [3]. Other exam-
ples of applications which need the support of multicast
are video conferencing, file distribution, software update
and multiplayer on-line games. Especially, adaptive traffic
such as live streaming applications can gain greatly from IP
multicast in terms of network resources.

Another specific feature of the future wireless networks
is the coexistence of heterogeneous radio access networks:
WLAN, WMAN, cellular and so on. Hence, mobile hosts
will have multiple radio interface cards or a single interface
card which can support multiple radio technologies through
software-defined radio to utilize cost efficient and quality
network services [3]. In some regions, there might be just
one radio access network available, and in other places,
multiple access networks will be available at the same time.
In the latter case, a big challenge emerges on how to select
the most appropriate wireless access network in terms of
user satisfaction and system resource efficiency. Some
work on how to select radio access networks has been
done [5--12].

Our work is unique from the viewpoint that it maximizes
every single user’s satisfaction and service provider’s
system profit at the same time under multicast support.
In this paper, we show that the proposed access network
selection scheme outperforms other mechanisms in terms
of service disruption time. In terms of the system profit, our
scheme shows near optimal efficiency. Our wireless access
network selection algorithm targets adaptive applications
supported by IP multicasting. Adaptive traffic is not just
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one application that can be supported by multicast, but it
shows most clearly the effectiveness of multicast and is
gaining more attention as the killer application.

We have two objectives in developing our scheme for
access network selection.

• First, we aim to maximize the utility of link bandwidth
and to minimize handoff-related service disruption
time.

• Second, we seek to minimize system resource con-
sumption in order to maximize system profit, where
‘system’ means the service provider. For the conve-
nience of comparison, we assume that a single provider
operates multiple wireless access networks.

The remainder of this paper is structured as follows. Sec-
tion 2 reviews related work. Section 3 describes the metrics
that are the criteria of our scheme. Section 4 presents the
details of our scheme including access network selection
algorithm and compared schemes. Section 5 describes the
simulation setup, results and discussions. Section 6 sum-
marizes and concludes the paper.

2. RELATED WORK

Wireless access network selection mechanisms have been
examined from many viewpoints and criteria [5--12]. Het-
erogeneous wireless networks for the convergence era will
impose many challenging issues: seamless connectivity,
complex resource allocation, interference, power consump-
tion, and security [13,14]. Each of the above issues can
be boiled down to a network selection criterion. The net-
work selection schemes in the literature can be partitioned
into two categories depending on who makes the selection
decision: user centric or network centric. Both categories
are partially relevant to our objectives, but not applicable
directly to the multicasting enabled environment, because
almost all of them do not utilize multicasting. To the best
of our knowledge, our work is unique in that it achieves
the system resource minimization and every single user’s
satisfaction maximization, at the same time.

2.1. User centric approach

A user satisfaction metric is defined and a network selection
algorithm considering user mobility is proposed in a het-
erogeneous wireless network environment in Reference [5].
This work has the objective of maximizing user satisfaction.
User satisfaction function was devised by adopting band-
width utility and satisfactory degradation factor induced by
handoffs. By numerical modeling, an efficient access net-
work selection algorithm is proposed under the assumption
that two access networks are overlapped. This work, how-
ever, is irrelevant to multicast and is just focused on user
satisfaction in that it has not considered overall system cost
or resource consumption.

Network selection decision for non-real-time data appli-
cations is considered in Reference [9]. Here, users choose
the radio access network which meets their data transfer
terms best. Naturally, each user wants timely quality data
delivery at a low cost. In the radio environment, data rates
can never be guaranteed due to the unreliable nature of
the radio links. Access network selection algorithm of this
scheme is based on the prediction of the data rate of each
available network. This scheme allows the user to select
the network that will maximize the consumer’s bandwidth
requirement at a fixed price for non-real-time data, while
taking into account the delays. This work is user-centric so
it does not take into account the ISP’s resource consumption
and profit.

A novel multi-criteria network selection algorithm for
always best-connected service provisioning is proposed in
Reference [10]. It relies on a suitably defined cost function,
which at the same time takes into account metrics reflecting
both objectives of network and user preference. The strong
point of this proposal is the implementation of the selection
algorithm at a middleware layer; this hides both network
cost computation and 4G scenario complexity from user
and application layers. The effective performance observed
is mainly due to the possibility of associating a weight to
each cost parameter that is dynamically adapted to user pref-
erences and profile, not only on a per-session basis, but also
within the same session. This scheme is still targeted for
unicasting infrastructure.

All of the above mechanisms are designed for unicast-
ing environments, and they cannot be applied to multicast
networks.

2.2. Network centric approach

Bandwidth-efficient multicasting in heterogeneous wire-
less networks is examined in Reference [6]. It gives the
insight to utilize system resource in a cost effective way
in multicast enabled communication environments. The
mechanism supports the dynamic group membership and
offers mobility of group members. The authors formulate
the mechanism as the problem of selecting the cell and the
wireless technology for each group member to minimize
the total bandwidth cost of the shortest path tree. However,
it is solely focused on the system’s total bandwidth cost
without considering individual user’s satisfaction. In the
future Internet, from a user’s standpoint, system resource
optimization is not the primary matter of concern. He or
she will just be satisfied when the contents are serviced
with proper QoS. Their mobility concern is also restricted
to human walking speed, not covering the high speeds of
vehicles.

The bandwidth requirement of services and system profit
is considered at the same time for the access network
selection process in Reference [7]. The authors assume
multicast enabled heterogeneous wireless networks. Their
mechanism is based on simple heuristics. Thus, it still
lacks the element of user mobility which is the key
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support for future wireless networks. Therefore, these
schemes can hardly be adopted for high-speed mobile
environments.

In Reference [8], the authors address the access network
selection algorithm that satisfies the bandwidth requirement
of services, while maximizing the system profit obtained in
the combined network, which is similar to the approach of
Reference [7]. A heterogeneous network comprising mul-
ticast broadcast multimedia service (MBMS) of the third
generation mobile terrestrial network and the digital video
broadcasting transmission system for handheld terminals
(DVB-H) is adopted in the study. Both networks cooper-
ate and complement each other to improve the resource
usage and to support ‘one-to-many’ services with their mul-
ticast and broadcast transmission capabilities. Based on this
architecture, an algorithm framework is defined to solve the
network selection problem for the ‘one-to-many’ services.
Their user preference is just one parameter of bandwidth
requirements, and the other important factor of handoff
delay is not considered.

A dynamic network selection mechanism is presented in
Reference [11], where multiple attributes and metrics are
considered. Especially, the authors use kernel regression
functions for the network selection under the circumstance
of dynamic preference changes. Here, three kinds of util-
ity functions are considered; availability utility, cost utility,
and quality utility. Current utility and expected future util-
ities of other networks are compared and then the network
decides whether to execute vertical handoff or not. Compre-
hensive metrics and utilities are considered in this scheme.
However, this scheme also targets general access network
selection and is not directly applicable for multicast enabled
environments.

Under all-IP pervasive networking environment, a novel
model to handle the network selection issue is proposed
in Reference [12]. A traditional way to select a target net-
work which is only based on the received signal strength
(RSS) is not effective enough to make the best algorithm.
The traffic characteristics, the user preference, and the
network conditions should all be considered to maximize
consumer satisfaction. Though some existing schemes do
consider multiple criteria (e.g. QoS, security, connection
cost, etc.) for network selection, there are still several
problems unsolved. In this study, the authors obtain the
necessary information of neighboring networks via IEEE
802.21 MIHF [15], and classify the information into two
categories; then they use the non-compensatory information
as a trigger for checking the compensatory information; at
last, taking the compensatory information as input, they pro-
pose a hybrid analytic network process (ANP) model to rank
the candidate networks. They also provide a comprehensive
way to select the optimal network.

3. PERFORMANCE METRICS

As mentioned in Section 1, we have two measurable objec-
tives; user satisfaction and system resource consumption.

We seek to achieve higher user satisfaction and lower system
resource consumption.

3.1. User satisfaction

User satisfactory level is directly impacted by two factors;
available bandwidth (or bit rate) and handoff delay. Hence,
we present two performance metric functions using those
factors, respectively and then we combine them into a single
satisfaction function.

3.1.1. Bandwidth utility.

The degree of user satisfaction of bandwidth requirement
is defined as ‘bandwidth utility’. Breslau and Shenker show
that bandwidth utility can be different according to the type
of applications [16]. They divide applications into three
categories: rigid, elastic, and adaptive.

Rigid applications require their data to arrive within a
given delay bound. Traditional telephony is the example of
such applications. For these applications needing ‘b’ units
of bandwidth, the bandwidth utility of given bandwidth ‘b’
is shown in Equation (1).

U(b) = 0 for all b<b and U(b) = 1for all b>b (1)

At the opposite end of spectrum are elastic applications.
Traditional data applications such as FTP and email are the
main examples. They are relatively insensitive to individ-
ual packet delays, and typically do not have hard real-time
constraints. For this kind of application, though giving addi-
tional bandwidth certainly aids performance, the marginal
improvement for additional bandwidth decreases in b.

The third type of application is an adaptive one such as
video and audio streaming data. Our scheme targets this
kind of applications to utilize the efficiency of multicasting.
The bandwidth utility for adaptive applications is given as
Equation (2), where K is a constant (0.62086) [16,17]. In
Reference [16], the value of K is calculated to allow flows to
utilize the full capacity of a link and is generally applicable
to adaptive traffic.

Traditionally video and audio applications have been
designed with hard real-time requirements, but most of them
are adaptive for the occasional delay-bound violations and
dropped packets. Even though these adaptive applications
have an intrinsic bandwidth requirement, the performance
degradation due to the smaller bandwidth than the intrinsic
requirement is not so sharp as the case of rigid applica-
tions. From these conjectures and Gedanken experiment
[16], Breslau and Shenker built the Equation (2) [16,17].

U(b) = 1−e− b2
K+b (2)

Bandwidth utility increases as the available bandwidth
for a user increases, as in Figure 1. When the available
bandwidth exceeds the required QoS (upper right part of
the curve), the increasing ratio of satisfaction subsides. To
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Figure 1. Bandwidth utility of adaptive applications.

apply Equation (2), the value of the provided bandwidth
should be normalized to fit in the equation. The required
bandwidth is normalized to the inflection point, where the
curve changes from convex to concave in Figure 1.

3.1.2. Handoff delay.

Another factor of user satisfaction depends on the handoff
delay caused by user mobility. Satisfactory level decreases
as handoff delay, th increases. Service degradation function
shows the level of satisfaction from 1 to 0 as the handoff
delay increases. This satisfaction function of the handoff
delay is given by Equation (3) as proposed in Reference
[5]. Here, σ is a constant and its value varies according to
the application characteristics; larger for adaptive (σ = 5)
and elastic applications (σ = 10) and smaller (σ = 2) for
real-time applications [5]. We set σ to 5 because our target
applications are adaptive ones.

Sd(th) = e
− th

2

2σ2 (3)

Satisfaction degradation as a function of the handoff
delay is depicted in Figure 2. A user is fully satisfied when
the handoff delay is 0 and so the satisfaction value is 1. At
any handoff delay larger than 0, the satisfaction level is less
than 1. As is the case of bandwidth utility, to apply Equation
(3), we normalize the value th by dividing the real handoff
delay by maximum tolerable delay threshold.

Figure 2. Satisfaction function of handoff delay.

3.1.3. Combined satisfaction function (CSF).

We combine the above two functions into a single utility
to quantify user satisfaction in one framework which we
will use as one of the criteria for access network selection.
The combined satisfaction function is shown in Equation
(4).

CSF(b, tV , tiH ) =




U(b)·······························no handoff

U(b) ×
n∏

i=1

Sd(tiH )···········horizontal handoff

U(b) × Sd(tV ) ×
n−1∏
i=1

Sd(tiH )····vertical handoff




(4)

The CSF is basically formed by multiplying bandwidth
utility and service degradation function. If U(b) is 0, then
CSF goes to 0 even though the satisfaction function of hand-
off delay gives out a high value. This is the case when
bandwidth utility cannot be satisfied at all. One can rea-
son that the bandwidth utility or the satisfaction function of
handoff delay should be weighted according to the strategy
of an ISP or the traffic type. We leave this kind of function
tuning for future work.

When a user stays in a cell and there is no handoff, a
user’s satisfactory level, CSF is just determined by band-
width utility function, U(b). This is the normal service
mode of no handoff and is denoted by the first line of
Equation (4).

The second and third lines of Equation (4) exhibit the
satisfaction of handoff cases, where tiH is the ith hori-
zontal handoff delay and tV is the vertical handoff delay.
A horizontal handoff happens when a user moves from a
cell to another one while keeping the access network con-
nectivity not changed. On the other hand, vertical handoff
occurs when the access network connectivity is changed
between different networks. Here, CSF is derived by the
multiplication of a bandwidth utility function and antici-
pated service degradation caused by handoffs throughout
the entire session, thereafter. The term ‘n’ is calculated by
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session duration, network cell coverage and moving speed.
Intuitively, ‘n’ represents the number of total horizontal
handoffs throughout the session duration while keeping the
average moving speed. In our simulation, session duration is
set to 30 min of simulation run time but in reality the session
duration needs to be pre-databased from statistical analysis
of session type and user behavior. Especially, once a ver-
tical handoff occurs, handoffs thereafter will be horizontal
ones, as assumed in the third line of Equation (4). Beware
that the third line does not mean vertical handoff actually
occurs just one time. Equation (4) is used for pre-estimation
and comparison. In other words, the comparison is for the
sake of deciding whether changing the access network and
keeping it throughout the session will give more user satis-
faction or not. At every handoff occasion, the second line
and third line of Equation (4) are pre-estimated, and used as
the input value for the access network selection algorithm,
which is described in the Section 4.1.

3.2. System resource

One of the reasons why IP multicast is not yet deployed
so much is that there are no significant incentives for ISPs.
For successful deployment of multicast, there should be a
measurable profit gain for ISPs. In a multicast enabled envi-
ronment of heterogeneous wireless access networks, adding
a user to the same content of an access network requires no
additional cost, because that content is broadcast on the air.
As a result, simple bandwidth summation of every single
user does not exactly reflect the system resource. From the
ISP’s standpoint, if it can provide the same content to more
users by reduced total bandwidth consumption without sac-
rificing quality, its profit gain will increase. Here, we assume
that a single ISP has the control over heterogeneous wireless
access networks as stated in Section 1. The objective of our
system resource metric is to select the network which min-
imizes that metric for an ISP’s profit gain because system
resource metric and system profit are inversely proportional
to each other.

In heterogeneous wireless networks environment, each
wireless technology has unique cell coverage coupled with
bandwidth and some other factors, which are relevant to
costs. Therefore, for the comparison, we developed a ‘nor-
malized network resource’ metric, NNR.

NNR = Session Bandwidth × Cell Coverage

Network Capacity × Number of Users
(5)

In Equation (5), ‘Session Bandwidth’ is the required
bandwidth for a multicast session, and ‘Network Capaci-
ties’ for WLAN, WMAN and the cellular network are 11, 3,
and 1 Mbps, respectively, and are subject to change accord-
ing to the evolution of technologies. ‘Cell Coverage’ is the
area of one cell of each network and this coverage is tightly
coupled with power consumption and the cost for building
up infrastructures. It should be normalized by the ‘Number
of Users’ for cost computation because the increased num-

ber of current users means increased ISP’s profit. We use
Equation (5) as the network resource comparison metric.

4. PROPOSED SCHEME

4.1. Network selection algorithm for
multicast sessions

The proposed algorithm is network centric in that it utilizes
full access network information such as the entire network
map, bandwidth utility, the number of current users for
a multicast session, pre-estimation of anticipated handoff
delays and so on. We combine CSF and NNR into a sin-
gle metric for the sake of network selection; that is, the
most preferable network has the highest CSF/NNR. The
node which executes the selection algorithm is a dedicated
selection server of the ISP in charge of the access networks.

The proposed algorithm has the following procedure.
When a call request (or handoff request) arrives, if there
is no multicast session, the algorithm selects the access net-
work of maximum CSF/NNR. If there is only one access
network that services the requested session, then the CSF of
that access network is evaluated and if it is greater than the
lower bound, that network is selected. However, if CSF of
the network is less than lower bound, other access network
of maximum CSF/NNR is selected. Each wireless access
network has its own maximum physical connection capac-
ity. Actually, CSF lower bound is set to 0 for the case when
a network cannot accommodate a new user physically and
thus bandwidth utility becomes 0. In usual case, CSF is
larger than 0, but when the maximum number of users for
a cell of a network exceeds the threshold, CSF goes to 0. If
there are multiple access networks that service the requested
session, then the algorithm selects the network of maxi-
mum CSF/NNR among the networks in service. The terms
CSF and NNR can be combined by some weights accord-
ing to the ISP’s policy. Figure 3 depicts the algorithm in a
procedural flow chart.

(1) When a call request (including user preferences
(Min BW, moving speed)) arrives, or a handoff is
going to occur, list the available access networks
with 2 attributes of (Combined Satisfaction Func-
tion (CSF), Normalized Network Resource (NNR))

(2) if (there’s no multicast session)
(3) select the access network (AN) for maximum

(CSF/NNR)
(4) else if (there’s already a multicast session only on

one AN)
(5) if (CSF > CSF lower bound) select that AN
(6) else select the AN among other ANs for maximum

(CSF/NNR)
(7) else if (there are multiple sessions through multiple

ANs)
(8) select the AN among the above multiple ANs for

maximum CSF
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Figure 3. Access network selection procedure.

(9) end if
(10) update NNR of the selected network.

A call request includes some user preferences such as
minimum bandwidth requirement and moving speed of the
user for the ISP to select the most appropriate network.
Nowadays, most smart phones are equipped with GPS mod-
ules and usually have even navigation applications. For such
mobile devices, the estimation of moving speed and direc-
tion is not that burdensome. But, for the devices without
GPS module, moving pattern estimation requires expen-
sive energy consumption. In this case, effective mobility
prediction algorithms of previous research can be used con-
sidering the energy-constrained characteristics of mobile
devices [18,19]. These preferences are assumed to be con-
veyed to the ISP by some protocols, such as IP multimedia
subsystem (IMS) or other protocols, which is out of the
scope of this paper.

4.2. Reference schemes

We devise three other schemes to be compared with ours.
The MaxUtility scheme is designed to select an access

network which provides the largest available bandwidth,
which has the same approach as the work of Reference [9].
It maximizes every single user’s bandwidth utility and does
not consider the handoff delay effects. At any handoff, it
usually prefers WLAN to WMAN and WMAN to the cel-

lular network. Recall that the nominal bandwidth capacities
of WLAN, WMAN and the cellular network are 11, 3, and
1 Mbps, respectively. MaxUtility is a user centric approach
and does not consider existing users of the requested ses-
sion. As a result, it does not fully utilize the efficiency of
multicast.

The MaxUtility-SD scheme considers service degrada-
tion caused by handoffs together with each user’s bandwidth
utility. While this scheme also uses the CSF of our pro-
posed scheme for service degradation estimation, it does not
consider NNR or existing sessions. Because neither MaxU-
tility nor MaxUtility-SD considers the users in the existing
sessions, they inevitably lack the efficiency of multicast.

The MinResource scheme selects an access network
which minimizes NNR and is a variant of the scheme pre-
sented in Reference [6]. This scheme is network centric in
that it is not concerned with each user’s satisfaction but
is focused on overall system resource efficiency and best
utilizes the efficiency of multicast. Therefore, in terms of
system resource consumption, this scheme is optimal.

5. SIMULATIONS

5.1. Simulation environments

The simulation environment is constructed by C language
and the heterogeneous wireless access networks for our
simulations are composed of WLAN, WMAN (Mobile

Wirel. Commun. Mob. Comput. (2010) © 2010 John Wiley & Sons, Ltd.
DOI: 10.1002/wcm



J. Kim et al. Network selection in wireless network convergence

Figure 4. Network models: (a) full coverage model; (b) hot spot model.

WiMAX) and the cellular network. We simulate a multicast
service area comprising of 7 hexagonal cellular-network
cells, which is overlapped by 37 WMAN cells. The service
area is actually wrapping-around to remove the boundary
effect. For WLAN, we set up two types of network cover-
age models: full coverage model and hot spot model. The
former assumes that the entire service area is also covered
by 700 WLAN cells so that the area is fully overlapped as
depicted in Figure 4a. Although this model may be unrealis-
tic in the sense that WLAN covers the entire area, it is useful
for figuring out how our access network selection mecha-
nism works. The latter is a hot spot model where WLAN
covers only the center of the service area, namely the hot
spot one cellular cell which is depicted in Figure 4b. Only
one cell at the center is covered by 100 WLAN cells. The
radii of a single cell of WLAN, WMAN and the cellular
network are set to 100 m, 500 m and 1 km, respectively.

There are six simultaneous multicast sessions that a
user may join, and each session is transmitted at a rate of
500 kbps.† Our simulation uses a random waypoint model,
where each user moves along a straight line from one way-
point to the next for 100 s; the next waypoint is randomly
chosen between −90 degree and +90 degree of the cur-
rent direction. In the meantime, the user speed changes
every 50 s, which is uniformly distributed. The simulation
duration of each run is 30 min.

To accommodate the various settings of user distribu-
tion and mobility, we establish four different user profiles‡

that vary with the average speed and the number of users.
Profile A stands for the users of walking speed mobil-
ity receiving an unpopular session (sparse population) and
profile B represents the case of same mobility and a pop-
ular session (dense population). Profiles C and D are
set up for high speed mobility (vehicular speed). Table

† Later, we extend the experiment to include the source rate of 0.1, 0.5,

1, and 2 Mbps in Section 5.2.2.
‡ We also explore the effects of varying number of users and varying

average speed in Section 5.2.2.

I summarizes the profile setup and the input simulation
parameters.

We investigate two metrics as the evaluation of the net-
work selection algorithm performance. One is the average
service disruption time of users and the other is the cumu-
lative NNR. For each user, the sum of all horizontal and

Table I. Simulation parameters.

Cellular
Network

Size (number of cells) 7
Cell radius 1 km
Capacity 1 Mbps/cell

Handoff delay 100 ms

WMAN Size (number of cells) 37
Cell radius 500 m
Capacity 3 Mbps/cell

Handoff delay 150 ms

WLAN Size (number of cells) 925
Cell radius 100 m
Capacity 11 Mbps/cell

Handoff delay 300 ms

Vertical
handoff delay

WLAN ↔ Cellular 500 ms
WMAN ↔ Cellular 500 ms
WLAN ↔ WMAN 500 ms

Number of
users

Profile A 10
Profile B 1000
Profile C 10
Profile D 1000
Others 10 ∼ 2000

Average
speed

Profile A 6 km/h
Profile B 6 km/h
Profile C 120 km/h
Profile D 120 km/h
Others 0 ∼ 120 km/h

Mobility model Random waypoint model

Multicast source rate 0.1, 0.5, 1, or 2 Mbps

Simulation duration 30 min

Wirel. Commun. Mob. Comput. (2010) © 2010 John Wiley & Sons, Ltd.
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Figure 5. Service disruption time under the full coverage scenario.

vertical handoff delays experienced in the simulation will
be the service disruption time. To quantify handoff delays,
various materials of previous research are referred [20--27].
The work by Tripathi et al. presents two kinds of handoffs in
cellular networks; network-controlled handoff and mobile-
controlled handoff whose delays vary from 100 to 200 ms
[27]. The handoff delay requirement for WMAN (Mobile
WiMAX) of 2.3 GHz portable wireless broadband access
is standardized as 150 ms [22]. An empirical measure-
ment of link layer handoff delays for WLAN is presented
in Reference [25]. They provide six kinds of experiment
configurations of various APs and NICs from different
vendors. Average handoff delays vary from 58 to 396 ms
depending on the setups. From the experiment we chose the
conservative value of 300 ms handoff delay for our simula-
tion. The vertical handoff delays between WLAN and cellu-
lar networks are estimated from 480 to 600 ms [20,23,26].
The work by D. Kim et al. presents the vertical handoff
delay between WMAN and WLAN as 610 ms [21]. To the
best of our knowledge, the vertical handoff delay between
WMAN and cellular networks has not been published, but
the desired handoff delay is presented as 300 ms in Ref-
erence [24]. Actual vertical handoff delays between access
networks are subject to change according to the advances in
technologies, and we set the approximated averaged value
as 500 ms for the simulations. The cumulative NNR is cal-
culated by adding the NNR value measured per second.

5.2. Simulation results

We analyzed the performance of our scheme in terms of the
service disruption time and NNR, each of which measures a
mobile user’s satisfaction and the ISP’s profit, respectively.

The three other schemes compared to ours are MaxUtility,
MaxUtility-SD, and MinResource. The simulations are exe-
cuted under two scenarios; a full coverage model and a hot
spot model. Both models are incorporated with four user
profiles.

5.2.1. Full coverage model.

The Full coverage scenario represents each of the wire-
less access networks covering the entire service area.
Service disruption time is compared in the Figure 5.
Depicted service disruption time is the averaged value of
disruption times which every single user experiences during
the simulation (30 min).

Profiles A and B show no meaningful differences among
the selection schemes. Under low speed mobility, all the
schemes, including ours, select WLAN all the time, because
its bandwidth utility is high and handoffs themselves are
limited. The NNR of WLAN is also significantly smaller
than those of other access networks.

With high speed mobility, the number of handoffs
increases. Table II shows the residence time ratio of
each access network for each scheme. We cumulate each
user’s residence time in each access networks during the
simulation time (30 min) and represent them in percentage.
To reduce handoff delay, the proposed algorithm selects
the cellular network compared to the other schemes. Under
the profile C of sparse population, the residence duration of
the cellular network is 1%. However, under the profile D of
the same speed and dense population, the cellular network
is selected more and the residence duration increases from
1 to 25%. The service disruption time of our proposed
scheme under the profile D is 14.1% of MaxUtility, 21.8%
of MaxUtility-SD, and 13.8% of MinResource. It can be
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Table II. Residence time ratio of each access network by schemes.

Profiles A B C D

6 km/h 6 km/h 120 km/h 120 km/h

10 users 1000 users 10 users 1000 users

Scheme P M MS MR P M MS MR P M MS MR P M MS MR
Cellular 0 0 0 0 0 0 0 1 1 0 1 0 25 0 4 1
WMAN 0 0 0 0 0 0 0 1 78 0 75 0 72 0 42 1
WLAN 100 100 100 100 100 100 100 98 21 100 24 100 3 100 54 98

P: Proposed Scheme

M: MaxUtility

MS: MaxUtility-SD

MR: MinResource

said that comparative satisfaction level is higher as the
users move faster and the population is denser (profiles C
and D).

MaxUtility and MinResource show little changes in net-
work selection tendency without regard to the moving
speeds because they do not consider handoff delays. In case
of the sparse population (profiles A and C), our proposed
scheme does not show large difference from MaxUtility-SD.
Under sparse population, our scheme is limited to utilize the
efficiency of multicasting, which gives little room for user
aggregation.

The NNR consumption of each scheme is shown in Fig-
ure 6. As expected, under the profiles A and B, this term
also shows no meaningful differences. But, in the case of
the profiles C and D of high-speed mobility, the proposed
scheme consumes much more NNR than other schemes.
This result comes from the fact that the other schemes select
mainly WLAN, because its NNR is significantly smaller
than the cellular network or WMAN. As stated before, our
proposed scheme is doubly targeted for CSF maximization
and NNR minimization and so under the profiles C and D,

it selects the cellular network and WMAN more often than
other schemes to reduce service disruption time caused by
handoffs. From Table II, we find that for the users who move
with high speed, the proposed scheme selects the cellular
and WMAN dynamically to reduce the number of handoffs
and handoff delays.

5.2.2. Hot spot model.

Figure 7 shows the total service disruption time under
the hot spot scenario. Our scheme shows the shortest hand-
off delay under any profile. Especially under the profile D,
our scheme substantially outperforms the other schemes.
Table III shows the comparative service disruption time of
the proposed scheme. Under low-speed mobility (profiles
A and B), our scheme exhibits shorter service disruption
time compared with that of the other schemes. Just like the
full coverage model, in case of the sparse population pro-
file C, our proposed scheme does not show large difference
from MaxUtility-SD. Under sparse population, our scheme
is limited to utilize the efficiency of multicasting, which

Figure 6. NNR under the full coverage scenario.
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Figure 7. Service disruption time under the hot spot scenario.

gives little room for user aggregation. However, in dense
populations and high speed mobility (profile D), it presents
much shorter service disruption time. The results show that
the key criterion of our algorithm, CSF/NNR is dynamically
influenced by the number of users and the moving speed to
consider the service disruption.

Figure 8 shows the NNR consumption of the four
schemes. For all cases, our scheme significantly out-
performs MaxUtility and MaxUtility-SD. Since both
MaxUtility and MaxUtility-SD consider the bandwidth util-
ity of each user, they consume more network resource than
our scheme and MinResource. In particular, our scheme
highlights its performance gain in the profile D, which has
dense user distribution with high speed mobility. Obviously,
MinResource is the best, since it minimizes the total net-
work usage. However, our scheme exhibits near optimal
efficiency of the MinResource scheme. Table IV shows the
surpassing NNR ratio of our proposed scheme when com-
pared with the MinResource scheme, which is optimal in
terms of NNR.

In conclusion, our scheme presents best user satisfaction
in terms of service disruption time and exhibits near opti-
mal system resource usage. Comparative satisfaction level

grows even higher when the moving speed is high (profiles
C and D).

5.2.3. User speed, number of users and

source rate.

In addition to the basic user profiles, we extend the sim-
ulation to find out the effects of some factors: user speed,
number of users, and source rate. Firstly, we examine the
influence of the user speed changes. We just focus on user
mobility while fixing other factors; source rate is 0.5 Mbps,
network configuration is full coverage model, and the num-
ber of users is 1000. Figure 9 shows the result of user
speed change. Here we observe that as the user mobility
speeds up, the performance gain of the proposed scheme
also increases. As the user speed increases, the number of
handoffs also increases. In this high-speed case, the cri-
terion CSF is more impacted by the handoff delay. Thus,
the CSF can be increased by selecting the cellular network
more, which leads to reduced handoffs.

Secondly, we observed the influence of the number of
users. Here, we fix other factors except that we set the user
speed to 120 km/h. Figure 10 shows the result. As expected,

Table III. Comparative service disruption time of proposed scheme.

Profiles A B C D

6 km/h 6 km/h 120 km/h 120 km/h

10 users 1000 users 10 users 1000 users

Scheme M MS MR M MS MR M MS MR M MS MR
Ratio of Service disruption time (%) 69 74 83 77 79 58 55 94 55 52 69 47

M: MaxUtility

MS: MaxUtility-SD

MR: MinResource
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Figure 8. NNR under the hot spot scenario.

Table IV. NNR optimality of the proposed scheme.

Profiles A B C D

Proposed scheme 77.661 333.594 85.791 302.899
MinResource
(Optimal)

69.116 309.509 75.022 284.400

Excess ratio over
optimal consumption

12.4% 7.8% 14.4% 6.5%

both of service disruption time and NNR of the proposed
scheme show better performance as the number of users
grows. Very special feature of this experiment is that not
just the comparative value but also even the absolute values
of service disruption time of the proposed scheme improve
as the number of users increases. The simple criterion of
our access network selection, CSF/NNR can adapt dynam-
ically from its criteria. While the number of users reaches
to 500, WMAN and cellular network are selected more but
total NNR itself increases. From that point, absolute value

of NNR decreases due to CSF/NNR dynamism because
NNR can be reduced by the division of the number of users
(see Equation (5)) and CSF can be increased by decreased
handoffs.

Anyway, our proposed scheme best utilizes the multicas-
ting property and the efficiency of the scheme is highlighted
when the population is dense.

Lastly, we observe the effects of the source rate change
as is shown in Figure 11. Four kinds of source rate were
examined: 0.1, 0.5, 1, and 2 Mbps. Here we fix other fac-
tors; user speed is 120 km/h and the number of users is
1000. Under any source rate, the proposed scheme shows the
shortest service disruption time. However, as the source rate
increases, the gaps between the schemes diminish in terms
of both service disruption time and NNR. Especially, the
NNR of the proposed scheme and MaxUtility-SD decreases
when source rate increases from 1 to 2 Mbps. When the
source rate becomes 2 Mbps, the cellular network cannot
be selected at all, because its maximum capacity is 1 Mbps.

Figure 9. The effects of user speed.
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Figure 10. The effects of the number of users.

Figure 11. The effects of the source rate.

Even the WMAN can service just one session, and so five
other session should be serviced through WLAN. This sit-
uation limits the maximum number of sessions possible in
each network.

5.3. Discussions

Under the full coverage scenario, our proposed algorithm
substantially outperforms other schemes in terms of ser-
vice disruption time. NNR consumption is located in the
midrange, but this can be justified by the tradeoff with the
service disruption time because service disruption time has
a greater effect on user satisfaction. In the more realis-
tic environment, the hot spot scenario, our scheme shows
simultaneously the shortest service disruption time and near
optimal NNR consumption efficiency.

We incorporated CSF and NNR into one network selec-
tion framework, which can be utilized by ISPs for their
optimal resource usage while providing users measur-
able satisfaction. CSF is composed of bandwidth utility
and service disruption time prediction. NNR is impacted
dynamically by the number of users and the moving speed
of them, which results in higher satisfaction in the case of
dense population. Service disruption time of our proposed
scheme also shows higher performance, when the moving
speed is high and the population is dense.

But in case of source rate increase, each of service dis-
ruption time and NNR consumption converges regardless of
the schemes. It is because as source rate increases, the selec-
tion choice is limited physically depending on the network
capacity.

Two attributes of CSF and NNR can be finely tuned
according to the ISPs’ strategies. We present just the pre-
liminary framework itself.

6. CONCLUSIONS

One of the specific features of the future Internet is the
heterogeneity of wireless access networks and the mul-
ticast dominance. In this paper, we propose a scheme
for the efficient wireless access network selection for the
multicast services in wireless network convergence. Here,
efficiency is approached from two sides; user’s standpoint
and ISP’s standpoint. We developed metrics to measure user
satisfaction and ISP’s resource consumption. Combined sat-
isfaction function (CSF) combines the bandwidth utility
and the satisfaction degradation caused by service disrup-
tion into one framework. Normalized network resource
(NNR) exhibits the reverse proportionality of ISP’s profit by
incorporating requested bandwidth, network capacity, cell
coverage and the number of users in a session. Our proposed
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algorithm efficiently utilizes the multicast properties and
the metrics we devised. Through simulations, our scheme
is shown to minimize service disruption time and consumes
NNR almost optimally when compared with other schemes
under WLAN hot spot scenario. This work is unique in that
it is designed for the multicast enabled future wireless net-
works and has a special application target. The result of this
work is a strong incentive for the ISPs to deploy multicast
in that they can gain profits by reducing resources, while
providing sufficient satisfaction to every single user of their
networks.

Even in the case of unicasting, the objectives of the pro-
posed scheme are still effective. First, for every single user,
the scheme tries to maximize the CSF (Combined Satisfac-
tion Function) of bandwidth utility and handoff delay. Sec-
ond, the scheme tries to minimize NNR (Normalized Net-
work Resource) with the ‘number of users’ factor set as 1.

In the future, more traffic types should be incorporated
into this scheme and the fine tuning of the metrics, with
regards to the various business strategies of the ISPs, is
also needed. The scheme can be improved much finely by
considering such factors as service characteristics, packet
scheduling and QoS requirement related to the user satis-
factions. Nevertheless, the framework for user satisfaction
maximization and system resource minimization is always
effective.
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